Online adaptive clustering algorithm for load profiling

G. Le Ray *, P. Pinson
Centre for Electric Power and Energy, Technical University of Denmark, Kgs. Lyngby, Denmark

A R T I C L E   I N F O
Article history:
Received 17 April 2018
Received in revised form 9 August 2018
Accepted 6 December 2018
Available online 12 December 2018

Keywords:
Clustering
Load profiling
Smart grid
Time-series analysis

A B S T R A C T
With the large-scale deployment of smart metering, energy sector is facing ‘Big Data’ related challenges. While metered customers generate streams of data, load profiling methods are not taking advantage of this structure. Indeed, insights on the demand are traditionally provided by static typical load profiles. Renewable energy sources generate intermittency in the production and subsequently uncertainty in aligning the generation to the demand at any time. This work proposes a new view on load profiling that takes benefit of the stream structure of the data, an adaptive and recursive clustering method that generates typical load profiles updated to newly collected data. The online adaptive clustering algorithm is based on an online K-means approach using a dynamic time warping based distance associated with a facility location to adjust the number of typical load profiles. The performance of the algorithm is evaluated on a synthetic dataset and applications are presented on real-world dataset from both electricity and central district heating.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

The energy sector is following the trend of Big Data and growing interest is placed in collecting and analyzing energy data. The development of Advanced Metering Infrastructure (AMI), and Information and Communication Technologies (ICT), thanks to public investments (Third Energy Package in Europe [1] and the American Recovery and Reinvestment Act in the United States of America [2]), constitutes the informational backbone of the energy sector. These investments were motivated by the implementation of ‘greener’ energy policies supporting the use of larger amount of Renewable Energy Sources (RES). RES are known to introduce intermittency in the production, hence, if no actions are taken, the larger the share of RES in the generation, the farther it can be from the consumption. It is then a necessity to have information about the demand status at a resolution that allows operators to take actions to minimize the use of conventional energy sources.

Typical load profiles, that describe the consumption of group of customers, are used to provide information to the utilities about the demand status. Load profiles have been mainly used in the electricity sector, but other energy fields (e.g. central district heating, gas) can benefit from its development. The Electricity sector is also the main leverage in transitioning to more sustainable energy production/consumption providing the highest share of RES. As production has to meet the consumption at any time, RES intermittency has to be compensated on the consumption side. Solutions exist to optimize the use of RES (i.e. storage, demand side management) but they all rely on precise information on generation and demand statuses.

Typical load profiles were traditionally generated for the electricity sector by segmenting customers by activities . With only a few customers metered, demographics or customers categories available, the goal was to estimate load profiles of non-metered customers, using assumptions to extrapolate hourly load profiles from yearly consumption. It was known to be inaccurate as sub-populations exist in almost each category [3]. Deployment of AMI has drastically changed the paradigm of load profiling from estimating the demand using a few metered customers to summarizing the information contained in a large pool of metered customers.

State-of-the-art load profiling methods use clustering algorithms combined with dimension reduction techniques on batches of historical data and generate static typical load profiles which suppose that loads are repeated over years taking into account seasonality and other temporal periodicity of the data [3–7]. This is a first step toward data-driven load profiling. Nevertheless, technological evolution of white appliances and the penetration of new type of electrical appliances (e.g. electric vehicle, heat pumps, batteries) are actually changing the loads on a time scale which requires the profiling to be rerun more often. A recursive approach to load profiling would be a computationally inexpensive way to do so. The problem of temporal dependence, inherent to time series, has been tackled by using Wavelet transform [8] or Fourier transform [9] that can be seen as dimension reduction techniques. However, both the number of clusters and the assignment of customers to a cluster remain static and the clustering has to be rerun to be updated with newly collected data. Bayesian framework is by essence inferential and is a solution to the problem of
The different type of clustering-based load profiling [12].

<table>
<thead>
<tr>
<th>Number of clusters:</th>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load static</td>
<td>Type 1</td>
<td>Type 2</td>
</tr>
<tr>
<td>Load dynamic</td>
<td>Type 3</td>
<td>Type 4</td>
</tr>
</tbody>
</table>

Benitez et al. have defined four types of clustering-based load profiling (Table 1) depending on whether loads are considered dynamic or static and whether the number of clusters \( K \) is evolving or not. In this categorization, the work in [5–11] are Type 1. In their latest works, Benitez et al. have implemented type 2 [12] and type 3 [13] clustering-based load profiling. In this paper, we present a Type 4 clustering-based load profiling methodology. The clustering process is (i) flexible, customers can change cluster; (ii) adaptive, the number of clusters can change according to data structure; (iii) online, the typical load profiles are dynamic and recursively updated and (iv) it respects time dependency of load patterns.

The remainder of this paper is organized as follows: Section 2 presents the notations and the preprocessing of the data, the methodology is introduced in Section 3, the performance of the online adaptive clustering is evaluated on a synthetic dataset in Section 4. Real-world data applications are presented in Section 5 and the work is ultimately concluded with an outlook in Section 6.

2. Preliminaries: Notations and data preprocessing

The notations used to present the online adaptive clustering algorithm in the following sections are first introduced. Smart meters can record consumption at high frequency (up to 1 s), however data are broadcast into batches at regular intervals during a day to minimize the communication costs. In this framework, metering data are then not collected online but as blocks of data \( \Omega^t \) of fixed length (e.g. days, weeks). Each block \( \Omega^t, t \in [0, \ldots , T] \) consists into a set of vectors

\[
\Omega^t = \{ X_1^t, \ldots , X_k^t, \ldots , X_I^t \},
\]

where each vector \( X_i^t \) is a load from meter \( i \) at time step \( t \) with all the same length (e.g. 24 for blocks of a day with hourly resolution). The set of typical load profiles \( \Upsilon^t \) generated after clustering \( \Omega^t \) at time step \( t \) is formed by \( K^t \) vectors

\[
\Upsilon^t = \{ Y_1^t, \ldots , Y_k^t, \ldots , Y_K^t \},
\]

where \( K^t \) is the number of clusters at time step \( t \). The clustering algorithm used in this work is distance-based. The distances between the set of loads \( \Omega^t \) and the typical load profiles \( \Upsilon^t \) at previous time step \( t - 1 \) are calculated and stored into a matrix on each line \( d_{ij}^t \) of matrix \( D^t \). The result of assigning each load to a typical load profile is a partition of the loads \( \Pi^t = \{ P_1^t, \ldots , P_k^t, \ldots , P_{K^t}^t \} \). As an example, we define a set of five loads \( \{ X_1^t, \ldots , X_5^t \} \), and a possible partition into two clusters could be, \( \Pi = \{ P_1 = \{ X_1^t, X_2^t \}, P_2 = \{ X_3^t, X_4^t \} \} \).

If raw loads are clustered, the main information used to cluster would be the average consumption, the amplitude of the peak and the exact peak location. To make the loads comparable, the loads \( X_i^t \) have to be normalized. In this work, we have opted to divide each load by their reference power (i.e. maximum consumption over the period) so that they are bounded to \([0, 1]\) [5].

In the remainder of this paper, the \( t \) index will be omitted to simplify the notation when objects from the same time step are used.

3. Proposal clustering algorithm

The splitting of this section into subsections is materialized by dotted rectangles in Fig. 1. Section 3.1 explains the setting of the online clustering algorithm parameters. Section 3.2 presents the online clustering that consists into an iterative process based on the K-means algorithm that connects time steps. Section 3.3 presents the facility location approach, used to evaluate if extra cluster centers should be created.

3.1. Consensus clustering: Online parameters setting

The online adaptive clustering algorithm requires three parameters: \( \Upsilon^0 \), the first set of typical load profiles; \( K^0 \), the number of cluster centers at \( t = 0 \) and \( d(\Omega^0, \Upsilon^0) \), the distance matrix at \( t = 0 \). To set these parameters, available historical data can be used offline to create the first partition \( \Pi^0 \).

Determining the optimal number of clusters \( K \) without prior information is a non-trivial and computationally expensive problem. The classical way to determine it is by running several instances, \( q \in \{ 1, \ldots , q_0, \ldots , Q \} \), of a clustering algorithm with different values of \( K \) to select \( K^0 \) that minimizes a criterion [14]. Thereafter only the partition generated with the optimal \( K^0 \) is kept, the other instances being used only to determine \( K^0 \). In this work, we opted for consensus (or ensemble) clustering to determine \( K^0 \) and generate a robust partition [15]. Consensus clustering consists into running in parallel several instances \( q \) of clustering algorithm(s) (possibly different) with different values of \( K \), that return \( q \) partitions \( \Pi_q \) of historical data \( \Omega^0 \). Every instance contributes to determine \( K^0 \), the partition \( \Pi^0 \) and the cluster centroids \( \Upsilon^0 \). From the partitions \( \{ \Pi_1, \ldots , \Pi_q, \ldots , \Pi_Q \} \) a probability distance \( D_p \) is calculated,

\[
D_p(i, l) = 1 - \frac{\sum_{q=0}^{Q} K_q \delta(A_{qi}, \delta(lq))}{\sum_{q=1}^{Q} K_q},
\]

with \( \delta(a, b) = \)

\[
\begin{cases}
1, & \text{if } a = b \\
0, & \text{if } a \neq b
\end{cases}
\]

\( \delta \) the co-occurrence matrix specifies if two points are in the same cluster in each instance and creates a linkage between each pair of loads in \( \Omega^t \). The sum of the co-occurrence matrices is weighted by the number of clusters \( K_q \) set in each instance. The benefits of consensus clustering are multiple; all instances are used to build the probability distance matrix; the final partition is a consensus between the different instances so it reduces the bias of each instance; it gets freed from a potential bias due to the choice of initial set of cluster centers.

Using the dendrogram of the hierarchical ascending clustering implemented on the probability distance matrix with the Ward criterion, the user determines the number of clusters \( K^0 \). The expertise of the user in solving a specific problem is necessary to
determine the optimal number of clusters $K^0$. From the $K^0$ clusters, the initial typical load profiles, $\Upsilon^0$ are calculated by the average of the loads in each cluster, and the initial distance matrix $D^0 = d(\Omega^0, \Upsilon^0)$ of each load in $\Omega^0$ to the typical load profiles $\Upsilon^0$ is generated.

3.2. Online clustering

The online clustering algorithm takes as input the results of the consensus clustering, the typical load profiles $\Upsilon^0$ and $D^0$ the matrix of distances between the loads in $\Omega^0$ and $\Upsilon^0$ (Fig. 1). The time iterative process of the online clustering uses the core of K-means algorithm with:

- An assign step, where loads in $\Omega^t$ are assigned to the closest centroid in $\Upsilon^{t-1}$.
- Update centroids by averaging loads in each cluster.

It differs from K-means algorithm in using exponential smoothing to transfer structural information from previous time steps during the calculation of the distance matrix,

$$\Delta^t = \frac{\sum_{t=0}^{t} \lambda^{t-1} D^t}{\sum_{t=0}^{t} \lambda^t}$$

(7)

$\lambda$ is the exponential smoothing coefficient and takes a value in $[0, 1]$, which corresponds to how much of the previous time step information is transmitted to the next one. The assignment of the loads in $\Omega$ is based on matrix $\Delta$. Implementation of the exponential smoothing relies on the assumption that loads are relatively stable and those grouped in a same cluster may exhibit the same dynamic over time and thus remain together.

The centroids are updated by averaging the loads $X^t_i \in P^t_i$. Hence the most recent data are used in the calculation of the typical load profiles which provides up-to-date typical load profiles.

Consumption data display time-dependency. The clustering process presented in this work is distance-based, so the distance
definition chosen should respect time dependency and create clusters based on pattern. Several distance measures using correlation coefficients, Euclidean distance and Dynamic Time Warping (DTW) have been used in clustering time series [16,17]. To tackle this problem, we suggest to use a dissimilarity index [18].

\[
d(X, Y) = \phi(\rho(X, Y)) d_{DTW}(X, Y)
\]  

(8)

that balance a first order temporal correlation coefficient \( \rho(X, Y) = \frac{\sum_{m=1}^{M-1} (x_m - \mu)(y_m - \mu)}{\sqrt{\sum_{m=1}^{M-1} (x_m - \mu)^2 \sqrt{\sum_{m=1}^{M-1} (y_m - \mu)^2}} \),

estimating the dynamic behaviors and the DTW distance

\[
d_{DTW}(X, Y) = \min_{t \in T} \left( \sum_{i,j \in [1, \ldots, M]} \| x_i - y_j \| \right),
\]

(10)

for any given load \( X \) and typical load profile \( Y \) of same length \( M \) using the function \( \phi(u) = \frac{2}{1 + \exp(u)} \).

an adaptive tuning function to balance automatically the distance \( d_{DTW} \) according to the temporal correlation coefficient \( \rho \) [19]. DTW has been broadly used in time series analysis and pattern recognition, it measures temporal similarities between time series. It calculates the Euclidean distance between a point of a time series and all the points of the other time series to create a distance matrix between each pair of points. It then finds the shortest way \( r \) from the lower left corner to the upper right corner which is called a warping path. We used the Palival window [20] to limit the shifting to only a few time steps (i.e. a window around the diagonal of the distance matrix) depending on the data resolution and to speed up the calculation.

3.3. Adaptivity: semi-online facility location

So far the algorithm is only online, but not yet adaptive. In this section, we present a probabilistic approach called facility location to adjust the number of clusters according to new unseen data [21]. When clustering loads, two antagonistic processes have to be handled:

- Stability: loads changing shape simultaneously (e.g. seasonality) should stay in the same cluster,
- Novelty: disruptive load behavior should generate a new cluster center.

Facility location tackles the second point. A cost \( C^f \) is set to the assignment of each load, which is proportional to the distance \( d_{|A_i|} \) of each load \( X_i \) to the closest typical load profile \( Y_{|A_i|}^{-1} \) and a cost \( C^C \) to the creation of a new facility (i.e. cluster center) with \( C^f \gg C^r \), \( C^c \) and \( C^C \) are combined to form a probability

\[
\rho(Y_{i+1} = X_i) = \min \left( \frac{C^r}{C^f}, 1 \right),
\]

(12)

that a load becomes a new cluster center. Hence the larger \( d_{|A_i|} \), the larger the marginal cost \( C^f \) of adding a new load to existing clusters, the higher the probability that it becomes its own cluster center. The facility cost is regulating the clusters’ size and can be empirically chosen according to the clusters size wanted.

As the newly generated loads arrive simultaneously in a block \( \Omega \), facility location is implemented in a semi-online way and evaluates the creation of new cluster centers on \( \Omega \) instead of a load at a time as in the completely online setup [22]. A threshold \( y_{min} \) is defined to set how many loads should exhibit a disruptive behavior to generate an extra typical load profile, thus sensitivity to outliers is reduced. Monte-Carlo simulations are run 1000 times to obtain the distribution of the number of loads above the threshold, and the mode of the distribution is used to evaluate if the threshold is reached or not. Hence it makes the algorithm consistent. If the threshold is reached, the load which is the farthest from its closest centroid is used as extra cluster center and the distance matrix \( D \) is then recalculated to check if other loads in \( \Omega \) should be assigned to the new typical load profile. Thereafter \( \Delta \) is also updated with \( K + 1 \) clusters (Fig. 1).

If two cluster centers are converging, the algorithm would ultimately merge them, but it would take many iterations. To avoid redundant typical load profiles, a minimum threshold \( d_{min} < d(Y_m, Y_s) \) between two cluster centers \( m \) and \( n \) is defined. If a pair of centroids gets under \( d_{min} \), they are considered similar and are merged to form a single cluster with the average of their assigned loads as centroid. Thereafter \( \Delta \) is also updated with \( K - 1 \) clusters (Fig. 1). Hence the algorithm reacts faster to decreasing number of typical load profiles over time.

3.4. Setting the parameters

The online adaptive clustering algorithm requires setting parameters empirically as the nature of the data (e.g. electric load data, central heating district data), the resolution, the preprocessing affect the clustering process. Moreover the objective of the clustering can differ from one application to another, which is why the setting of the parameters is left to the user. Table 2 gives guidelines on the action of each parameter on the clustering process.

Setting \( K^0 \) has influence only on the few first iterations (depending on \( \lambda \)) as the initial structure will fade out progressively thanks to the exponential forgetting. \( \lambda \) is influencing how much structural information is transferred from one iteration to another, the larger \( \lambda \), the more information transmitted. \( C^f \) and \( d_{min} \) are parameters controlling the adaptivity and more precisely controlling the radius of the clusters. A large value of \( C^f \) will allow larger clusters and thus a smaller \( K \). A small value of \( d_{min} \) will allow the creation of smaller clusters and thus a larger \( K \). \( y_{min} \) can be used to limit fluctuation of \( K \).

4. Online adaptive clustering performance evaluation using simulated data

The performance of the online adaptive clustering algorithm is first evaluated on a synthetic dataset where the true typical load profile for each consumer is known. The following section describes how synthetic loads were generated, how the clustering process was evaluated and presents the results.

4.1. Data generation

The following simulation aims at demonstrating that the proposed algorithm can both handle slow changing typical load profiles as well as disruptive behaviors (i.e. unobserved in the previous steps). To do so four slow changing and one disruptive typical load profiles are created based on nine typical load profiles from ENTSO-E data base displaying different load behaviors at hourly resolution [23]. The four slowly changing typical load profiles are generated using four pairs of typical load profiles from ENTSO-E. The daily typical load profiles \( Y_k \) are synthetically created as weighted average

\[
Y_k = \left( 1 - \frac{t}{300} \right) Y_k^0 + \frac{t}{300} Y_k^a
\]

(13)
Table 2
Influence of the parameters on the clustering process.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
<th>Influence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^0$</td>
<td>Initial number of cluster centers</td>
<td>$n \in {2, \ldots, N}$</td>
<td>On the first iterations</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Exponential forgetting</td>
<td>$[0, 1]$</td>
<td>Smooth the clustering</td>
</tr>
<tr>
<td>$C_f$</td>
<td>Facility cost</td>
<td>Relative to $C^0$</td>
<td>Size (radius) of the clusters</td>
</tr>
<tr>
<td>$d_{\text{min}}$</td>
<td>Minimum distance between cluster centers</td>
<td>Relative to the expected number of clusters</td>
<td>Size (radius) of the clusters</td>
</tr>
<tr>
<td>$Y_{\text{init}}$</td>
<td>Number of disruptive load needed to create a new cluster</td>
<td>$n \in {2, \ldots, 10}$</td>
<td>Limits fluctuations of $K$</td>
</tr>
</tbody>
</table>

![Fig. 2.](image-url)

(a) Synthetic data generation based on ENTSO-E load profiles. Morphing of the four typical load profiles (a) and the new load behavior appearing at day 200 (b).

of $Y^0_k$ and $Y^{299}_k$ respectively the starting (Day 0) and ending (Day 299) profiles exhibited by typical load profile $k$. Fig. 2(a) presents the evolution of these typical load profiles. From the four slow changing typical load profiles, 1000 individual daily loads are sampled. Each of the 1000 simulated customers is randomly assigned to one of the four slow changing typical load profiles $Y =
The simulated daily loads

\[ X_i^t = Y_i^t + \mathcal{N}(0, \Sigma) \]  

are sampled from the typical load profiles \( Y_i^t \) by adding a multivariate Gaussian noise \( \mathcal{N}(0, \Sigma) \). The covariance matrix

\[
\Sigma = \begin{bmatrix}
\sigma_1^2 \rho_{11} & \ldots & \sigma_1 \sigma_{1M} \rho_{1M} \\
\vdots & & \vdots \\
\sigma_L \sigma_{L1} \rho_{L1} & \ldots & \sigma_L \sigma_{LM} \rho_{LM}
\end{bmatrix}
\]

is stochastically generated. \( \sigma = [\sigma_1, \ldots, \sigma_L] \) is a normalized random vector of standard deviation and \( \rho \) is a matrix of coefficient decreasing exponentially from the diagonal

\[
\rho_{lm} = \exp\left(-\frac{|l - m|}{\tau}\right),
\]

which adds some small time shifting to the patterns. The daily load data were then normalized to \([0, 1]\) by dividing them by their reference power.

At time step 100, 250 of the 1000 customers generated disrupt from their slow transitioning typical load profile to the fifth typical load profile (Fig. 2(b)). The number of clusters is in the same time expected to change automatically, generating an extra cluster center which groups the 250 disruptive loads. At time step 200, the 250 customers are catching back their original slow transitioning typical load profiles. The number of clusters is then expected to change from five to four clusters and reassigning the loads to the cluster corresponding to their original typical load profile.

### 4.2. Performance evaluation

The performance of the algorithm is evaluated using the Normalized Mutual Information (NMI) which is a criterion based on entropy and cross-entropy as defined in information theory. It actually evaluates how much information is shared between two vectors of labels. The entropy

\[
H(U) = \sum_{i=1}^{l} p(u_i) \log(p(u_i)),
\]

is the amount of disorder in vector \( U \) where each element can take a value in \([u_1, \ldots, u_l]\) and the probabilities \( p(u_i) \) represent the probabilities that an object picked at random from \( U \) has value \( u_i \).

The Mutual Information (MI)

\[
MI(U, V) = \sum_{j=1}^{k} \sum_{i=1}^{l} p(u_i, v_j) \log\left( \frac{p(u_i, v_j)}{p(u_i)p(v_j)} \right)
\]

is basically the entropy of the joint probability between vector of labels \( U = [u_1, \ldots, u_l] \) and \( V = [v_1, \ldots, v_k] \). In the context of this work, the joint probability \( p(Y, \Pi_k) \) is the probability that a load is both from typical load profile \( Y \) and assigned to cluster \( \Pi_k \). MI is then normalized,

\[
NMI(U, V) = \frac{MI(U, V)}{\sqrt{H(U)H(V)}}
\]

and takes value in \([0, 1]\) where 1 is a perfect match between \( U \) and \( V \).

### 4.3. Online clustering setup and results

The evaluation focuses on the online adaptive clustering algorithm. Hence the consensus clustering is not performed on the synthetic data and the first partition \( \Pi^0 \) is actually the real assignment of the customers to typical load profiles in \( Y \). The facility cost is fixed to \( C^0 = 100 \), the number of points \( \gamma_{\min} \) required to generate a new cluster is set to one, the exponential smoothing is \( \lambda = 0.85 \) and the minimum distance between cluster centers is \( d_{\min} = 0.07 \).

The results of the analysis are presented in Fig. 3 with the evolution of the number of clusters (blue dotted line) and the NMI (green solid line) over the test period. The number of typical load profiles used to sample the daily load curves is displayed with a red dashed line. It shows that the number of clusters generated by the online adaptive clustering algorithm follows precisely the number of typical load profiles until day 200. Even when at time step 100, the number of typical load profiles is changing from four to five. When the number of typical load profiles used to sample the loads is decreasing from five to four, we observe a delay of 2 days before the algorithm adjusts the number of clusters. Besides detecting correctly the number of clusters until day 100, the algorithm groups correctly the loads that are sampled from the same typical load profile in the same cluster as the NMI stays close to 1.0 until day 50. At day 50, a decrease of the NMI is observed. This can be explained by the real partition information provided at \( t = 0 \) fading away in the exponential smoothing as well as a convergence of the typical load profiles (see Fig. 2) which can engender some misclassifications. At day 100, we observe a drop to approximately 0.6 and the NMI comes quickly back to around 0.9 in the next day and oscillates around 0.9 until day 200. At day 200, the NMI drops again down to 0.75 and comes quickly back to 0.95 the next day and continues to increase until it oscillates between 0.99 and 1.0. At the end of the test period, the algorithm classifies correctly the loads despite the change from four to five and back to four typical load profiles.

The online adaptive clustering performed accurately on the synthetic dataset as it generates the correct number of clusters and groups correctly customers generated from the same typical load profile in the same cluster.

### 5. Applications to real-world data

The online adaptive clustering algorithm has been tested on two real-world datasets, (i) central district heating loads from 97 buildings in Copenhagen at hourly resolution for a month, (ii) 13241 electrical loads from industries, businesses and households with PV (i.e. for billing purposes) at hourly resolution for an entire year. They exhibit different characteristics which can be observed when profiling loads and demonstrate a wider range of applications of the online adaptive load profiling clustering to energy systems. The code of the online adaptive clustering algorithm has been made available on GitHub\(^1\) to the interested reader.

---

\(^1\) https://github.com/gleray/Online-Kmeans.
5.1. Central district heating data

HOFOR, the operator of the central district heating in Copenhagen area, provided data from 97 building over a period of a month (31 days in March–April) with hourly resolution. A block Ω groups a day of data (M = 24) and no preprocessing has been operated on the data as the consumptions are all of the same magnitude [0, 1].

The consensus clustering is using a modified version of the K-means algorithm that uses d_{DTW} as a distance metric and is applied with \( K_q = \{2, \ldots , 10\} \) on data generated at day 0. From the dendrogram obtained with the hierarchical ascending clustering, a partition \( \Pi^0 \) into five clusters is generated. The online adaptive clustering uses the centroids \( \Upsilon^0 \) and \( D_0 \) obtained from \( \Pi^0 \) as initial parameters and runs over 31 days.

The online adaptive clustering algorithm starts with \( K = 5 \) clusters, a facility cost \( C_f = 7.5 \), it needs only one building to create a new cluster center, the exponential smoothing is \( \lambda = 0.85 \) and the minimum distance between cluster centers is \( d_{\text{min}} = 0.01 \). The evolution of the clusters’ composition is summarized in a Sankey diagram (Fig. 4) that displays the flow of customers between clusters from one day to the next. The clusters are stable over time, besides some adjustments with few buildings changing cluster at each iteration. At iteration 9, cluster 1 splits into cluster 1, 6 and 5. Cluster 5 is actually a single building with a pattern different from the rest of the pool. We observe again a splitting at day 25, cluster 1 splits into clusters 1, 10, 7 and cluster 9 is taking elements from clusters 1, 0 and 6. The evolution of cluster 4 is presented in Fig. 5 and shows how the typical load profile’s shape changes slowly over the period.

No predefined classification is available to assess the quality of the partition, hence the number of clusters and the RMSE between individual loads and their assigned typical load profile over the test period (Fig. 6) have been used to evaluate the partition. As expected, the RMSE does not depend on the number of clusters and globally decreases over the period. It confirms first that the online adaptive clustering algorithm summarizes accurately the loads using a limited number of typical load profiles in the case of stable typical load profiles; second, it is fast as it uses only one K-means iteration at each time step and last but not least it demonstrates successful application of the online adaptive clustering algorithm for profiling non electric loads.

5.2. Electrical load data

Radius, the DSO in Copenhagen area, provided the second data set. It consists of a year (240 days after removing missing data) of hourly power consumption data from \( N = 13,241 \) customers. The customers metered at hourly resolution by Radius are businesses, industries and households with PVs. The blocks Ω consist of a day (\( M = 24 \)) and the loads were preprocessed by dividing them by the peak over the period as explained in Section 2.

The consensus clustering is using the same modified version of the K-means algorithm presented in Section 5.1 with \( K_q \{10, \ldots , 100\} \) on day 0: 2015-01-12. The partition \( \Pi^0 \) is obtained by cutting the dendrogram into seven clusters. It is intentionally underestimating the number of clusters present in the dataset (approx. 20).

The online adaptive clustering algorithm starts with \( K = 10 \) clusters centers, a facility cost set to \( C_f = 950 \), the minimum number of customers to create a new cluster center is \( y_{\text{min}} = 5 \), an exponential smoothing coefficient of \( \lambda = 0.85 \), and a minimum distance between two cluster centers set to \( d_{\text{min}} = 0.13 \). A standard K-means algorithm using Euclidean distance and a Self Organizing Map (SOM) applied on the entire set of daily load profiles with K...
The results are presented in Fig. 7 with the number of clusters and the averaged RMSE between daily loads and their assigned typical load profile for the benchmarks and the online adaptive clustering algorithm. The number of clusters generated by the online adaptive clustering algorithm first increases up to 64 around 2015-04-22 before going down to 36 during the summer and up again to 54. The averaged RMSEs show weekly periodicity which results from the customers’ activity in the study, mostly industries and businesses, that are usually closed on weekends and thus displays more homogeneous patterns. The number of clusters seems to influence marginally the average RMSE of the online adaptive clustering algorithm, besides the first 14 days, which means that the algorithm is finding accurately the number of latent typical load profiles at each iteration. When the number of clusters in the online clustering algorithm gets close to 50, as set in the benchmark, the average RMSE of the benchmarks is getting closer (or equal) to the RMSE of the online adaptive clustering algorithm. The K-means actually beats the online adaptive clustering algorithm when the K^i is under 40. It stabilizes the RMSE between 0.08 (weekdays) and 0.06 (weekends) when benchmarks have a tendency to fluctuate. After removing the 30 first days of convergence to a stable solution, the overall RMSE score of the online adaptive clustering algorithm is 7.2% against 7.5% and 7.9% respectively for the K-means and SOM. In terms of computational time, on a desktop computer equipped with Intel Xeon CPU 3.50 GHz × 8 cores, the consensus clustering (computed in parallel on 7 cores) takes 15 min to be completed, and each iteration of the online adaptive clustering (on a single core) takes approximately 1 min 20 s as the overall process on 240 days took 6 h. As comparison, the SOM takes 16 h to be completed and the K-means 20 h. These results confirm the necessity of having an adaptive clustering process that estimates correctly the number of clusters in the data at time t. The difference of performance between the online adaptive clustering algorithm and the benchmark would be larger with a dataset displaying more non-stationary behavior like loads involved in Demand Response (DR) programs or with large amount of PVs.

Fig. 8 gives an example of the evolution of a cluster over the period. The shape of the typical load profile as well as the lowest value are changing over the period. The cluster groups mostly restaurants, which are active daily from lunch to dinner time with a peak at dinner time and along the year at high activity periods (Christmas holidays, Saturdays, and from April to August).

From the application on real data the algorithm has fulfilled expectations, it handles correctly slow changing and fast changing profiles, splitting and merging to keep the same overall accuracy with a low computational cost at every iteration.

6. Conclusions and future works

In this paper, we have presented an online adaptive clustering methodology for load profiling. We have demonstrated its efficiency on both synthetic and real datasets. It is more agile than traditional clustering based load profiling as it is recursive and uses the most recent data to update daily typical load profiles and computationally efficient as it processes only short time series at each time step of the online clustering. In this framework, the typical load profiles are generated every day, hence a customer’s profile can be summarized by concatenating the typical load profiles assigned for each day to generate its load profile over a period of interest.

The methodology establishes a first step toward dynamic profiling of electricity consumption patterns. The deployment of smart meters associated with the increasing share of renewables will make dynamic load profiling compulsory for future grid management as fast decision making under uncertainty is becoming the common situation. A dynamic clustering methodology is then more suited for handling balancing between generation and consumption which is a dynamic problem both on production and demand sides.

From a widespread power system perspective, the methodology can be a systematic tool providing insights at a reasonable time scale for demand side management programs. It can also be used to develop new dynamic tariffs that would reflect the marginal cost each customer generates by shifting or synchronizing their peak load to the overall peak load. In electricity demand analysis a dynamic load profiling method will provide information on the stability of customers load patterns over time and whether it displays some periodicity (e.g. day open and close for a supermarket). Classic load profiling applications like estimating load for planning of the grid will also benefit from the output of the online adaptive clustering algorithm. Sampling of the most probable weekly or yearly load profiles can be generated by concatenating the daily load profiles and provides information on the uncertainty of the load behavior via confidence intervals or probability density distribution around the curve.

Several possible extensions of the work can be considered; the methodology could be extended to multi-energy profiling which is lacking at the moment and will be needed as multi-energy solutions exploiting volatility of different markets are being deployed (e.g. fuel shifting solution). It could also be tested on a dataset with large amounts of non-stationary loads, typically households subject to DR or equipped with PVs, EVs and batteries. As the code has been made available on GitHub,\(^2\) we invite readers with such dataset to download the code and test it on their data. On a more technical aspect, the methodology could be transposed in a Bayesian framework, which will provide direct evaluation of the uncertainty.
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Fig. 8. Evolution of cluster 15 along the test period.
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