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Abstract
Accurate short-term power forecasts are crucial for the reliable and efficient integration of wind
energy in power systems and electricity markets. Typically, forecasts for hours to days ahead are
basedon theoutput ofNumericalWeatherPredictionmodels, andwith the advanceof computing
power the spatial and temporal resolution of these models have increased substantially. How-
ever, high-resolution forecasts often exhibit spatial and/or temporal displacement errors, and
when regarding typical average performance metrics, they often perform worse than smoother
forecasts from lower-resolution models. Recent computational advances have enabled the use
of Large Eddy Simulations in the context of operational weather forecasting, yielding turbulence
resolving weather forecasts with a spatial resolution of 100 meters or finer and a temporal reso-
lution of 30 seconds or less. This paper is a proof-of-concept study on the prospect of leveraging
these ultra-high resolution weather models for operational forecasting at Horns Rev I in Den-
mark. It is shown that temporal smoothing of the forecasts clearly improves their skill, even for
the benchmark resolution forecast, although potentially valuable high-frequency information is
lost. Therefore, a statistical post-processing approach is exploredbasedon smoothingand feature
engineering from the high-frequency signal. The results indicate that for wind farm forecast-
ing, using information content from both the standard and LES resolution models improves the
forecast accuracy, especially with a feature selection stage, compared to using the information
content solely from either source.
KEYWORDS:
forecasting, wind power, large eddy simulation, post-processing, feature engineering

1 INTRODUCTION
The penetration of wind power in certain electric power networks around the globe has reached significant levels. At least in the near term future,
the contribution of this stochastic power source in the overall energy mix is set to grow, and efficiently integrating this power is critical to maintain
an economic and secure source of supply 1. Within this substantial and challenging field, energy forecasting is essential for decision making when
future generation is a factor 2. Applications include trading in balancing or day-ahead markets, balancing supply and demand, energy storage man-
agement, as well as other developing research themes such as wind farm operation and maintenance, and the role of predictability in investment
decisionmaking 3,4.
The time horizon of the forecast defines the suitability of methods and data for creating an informative model. Very short term forecasts (0-≈6

hours ahead) are usually built from purely statistical models using information from individual or spatially distributed power time series. Looking
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further ahead in the future (>≈6 hours ahead), the use of Numerical Weather Prediction (NWP) has shown to give higher forecasting skill 5. Con-
ventionally, power forecasts for these lead times are generated using statistical learning techniques tomap the relationship between themeasured
power time series and concurrent explanatory variables engineered from the NWP. This general methodology implicitly accounts for site-specific
effects such as turbine degradation, as well as any systematic NWP biases present and is therefore recommended best practice 6. The pursuit of
high resolution forecasts and appraising their value for wind power forecasting is not a new topic and has been discussed in literature with vary-
ing success 5,7. The situation has evolved substantially over the last few years, thanks to quantity of data being collected, increase in computational
power (e.g. based on Graphics Processing Units – GPUs) and advances in data science. Consequently, this enables the high-resolution forecasting
framework considered here, based on computationally demanding approaches to producing high-resolution weather forecasts at the wind farm,
and post-processing via advanced statistical learning techniques.
In recent years, academic research has been focused on quantifying the uncertainty associated with energy forecasts due to the underlying

chaotic weather systems driving the energy generation 8. These uncertainty forecasts are useful for applications such operating reserve manage-
ment 9 and defining optimal bidding strategies 10. However, currently practitioners prefer deterministic (point) forecasts of future generationwhich
comprise of single valued best estimates. This is due to the ease of interpretation and incorporation into existing decision making systems, as well
poor communication of the underlying information content of an uncertainty forecast 6. Therefore, improving point forecasts is still a relevant
research pursuit. For comprehensive reviews of short-termwind power forecasting please refer to 11,5.
NWPmodels have been steadily improving over the last 40 years in terms of both forecast skill and temporal/spatial resolution due to advances

in scientific research, computing capability, and the expansion of available observations used to initialise atmospheric models 12. Currently, the
European Centre for Medium-Range Forecasting (ECMWF) offers global weather forecasts at a spatial resolution of≈16km at 1-6 hour intervals
within the high resolution 10-day forecast model.Wind speed forecasts retrieved directly from the ECMWFfields therefore have no resolved vari-
ance below these spatial and temporal scales. A common strategy to improve globalweather forecasts is to downscale themusingNWPmodels that
cover only a limited area and are therefore also referred to as Limited AreaModels (LAM) ormesoscalemodels. Mesoscalemodels have the advan-
tage of representing the earth’s surface in higher detail and resolve physical processes in higher temporal detail, but the formulation of physical
processes like turbulence and (cloudy) convection is essentially the same as those of the global NWPmodels.
Large-eddy simulations (LES), on the other hand, have a typical resolution of 10m-100m or less and therefore directly resolve turbulence and

boundary layer clouds. Furthermore, because a typical LES resolution allows for wind turbine resolving simulations, the use of LES to study flows
throughwind farmshas received a lot of attention in the scientific literature lately, see for example 13,14 and 15. Until recently though, the high spatial
and temporal (roughly 5-10 seconds) resolution of LES prohibited their use in an operational forecast setting due to their high computational cost
and excessively long run-times. Advances in computing like the use of GPUs to accelerate LES computations have, however, drastically shortened
the run-times and have paved theway for operational weather forecasting using LES 16,17. A turbine resolving operational weather forecast onwind
farm scale is therefore currently possible and raises the question how one can best improve these forecasts by statistical post-processing.
In general, statistical post-processing is a common tool used in thewiderweather forecasting community; the goal of this is to remove systematic

bias present in the global NWP model for improved predictions at a specific location 18. This process is typically carried out using Model Output
Statistics (MOS) 19 via multiple linear regression, using historical NWP (of varying resolution and skill) and meteorological observations 20. More
recent applications include using machine learning for the regression 21 with varying success, post-processing ensembles for calibration 22,23, and
using multiple forecast source information 24,25. Conventional post-processing techniques are difficult to apply to wind power directly because of
the non-linear power curve and bounded nature of the time series 26; this motivates the use of non-linearmachine learning techniques in this study.
Increasing the resolution of the NWPmodel does not immediately translate to improvements in forecast skill, which is usually measured on the

average performance, e.g., Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). A forecast which may represent better the inherent
behaviour of the underlying processes, can then be heavily penalised due to phase and location errors where the exact timing or placement of any
particular weather event is missed. As a result, high resolution forecasts can often performworse in terms of RMSE orMAEwhen compared to low
resolution forecasts. Therefore, the research aim and contribution of this paper is simple: to ascertain if it is possible to extract value from a high
resolution NWPmodel in the context of wind power forecasting.
We therefore regardpoint forecasts ofwind speedandpower at the iconicHornsRev I 160MWwind farmoff the coast ofDenmark and compare

the forecasting ability of the high resolution LES model with forecasts from ECMWF. In the post-processing of the raw NWP data into power and
wind speed forecasts, smoothing techniques are used to account for the penalisation of temporal and spatial displacement errors. The disadvantage
of smoothing is that high resolution information canbediminished; to remedy this, a simple feature engineering stage is proposedwhich canaccount
for the variability in the atmospheric model. This is informed by 27 where feature engineering is used to improve forecast skill for single solar and
wind generating sites using information from neighbouring grid points in a typical NWPmodel. This work is a proof-of-concept study into the value
of LES resolution NWP in power/wind forecasting for day ahead applications, with modern statistical learning techniques. Future studies should
consider optimal frameworks for using the high spatial temporal resolution data such as hierarchical models or deep learning to extract useful
features from the high frequency information.
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FIGURE 1 Schematic representation of the LES model setup. ECMWF fields are used to estimate the initial conditions and are applied as dynamic
tendencies to a pre-cursor LESwith periodic boundary conditions. The precursor LES values are then prescribed on the boundaries of a second LES
to prevent the wakes from re-entering the domain

The paper is organised as follows: Section 2 details the specifics of the NWP models used and the case study site. Section 3 includes descrip-
tions of statistical post-processing techniques. Section 4 presents and evaluates the results of the LES and the validation case study based on
measurements from an individual turbine and subsequently the overall wind farm, and finally Section 5 details the conclusions and future work.

2 CASE STUDYAT THEHORNSREVOFFSHOREWIND FARM
To evaluate the performance of post-processed high resolution forecasts generated from the LESmodel, results are presented for Horns Rev I and
compared with those based on ECMWF predictions. Horns Rev I was one of the first large capacity offshore wind farms and therefore has a large
bank of historical data. Both wind speed and wind power post-processing are considered as these are both extremely important for operational
tasks such as trading and operation andmaintenance (O&M).

2.1 Horns Rev
Out of the 3 offshorewind farms located atHorns Rev (2 operational ones and one expected to start operation in 2019), we focus on thatwhichwas
installed first, in operation since 2002) and commonly referred to as Horns Rev I. Horns Rev I consists of 80 2-MW turbines located approximately
18km off the coast of Denmark in the North Sea covering an area of around 21km2. It was historically the first large offshore wind farmworldwide.
The data used for the following study consists of average power generation and wind speed anemometer measurements from each constituent
turbine from January 2015 to December 2016 at a 10-minute temporal resolution. Initially, to reduce the dimensions of this exploratory analysis,
much of the post-processing results presented are for an individual turbine located at the north west corner of the park with a final analysis of the
wind farm power as whole. It should be noted that a single turbine located at the south west corner of the wind farm is excluded from the analysis.

2.2 Weather forecasts: from ECMWF to theWhiffle Large Eddy Simulation
The operational ECMWF deterministic forecasts covering the years 2015 and 2016 were retrieved at 3-hour time resolution and approximately
16km spatial resolution. Note, that forecasts are also available at 1-hour resolution, but at the outset of this study ECMWF typically offered only
the 3-hour resolution data to commercial customers. Tomake the forecasts comparable to the turbine data, the forecast fields were interpolated in
time using linear interpolation andmodel levels were interpolated to a hub height of 70meters by linear interpolation of the closestmodel levels 28.
Whiffle is a start-up that has focused on the computation of LES on Graphics Processing Units (GPUs), which enables their model GRASP (GPU-

Resident Atmospheric Simulation Platform) to compute 48h hour ahead forecast within roughly an hour. The formulation of the model is provided
in 29 andmore recent features, including theGPU implementation and themethod to drive an LESmodel with large-scale boundary conditions from
aNWPmodel have been described in 17 and 30.
The simulation domain for this study is 8.2 km in the horizontal and 5 km in the vertical with 1283 grid points, yielding a horizontal resolution of

64m. In the vertical direction, the grid is stretched, with a resolution of roughly 16mnear the surface and 80mnear the top of the domain. Boundary
conditions are taken from the ECMWF deterministic forecasts and are applied as dynamic tendencies to a so-called concurrent precursor simula-
tion 31. The values of the precursor LES are then prescribed, during run-time, to the boundaries of a second LES that includes wind turbines. This
setup allows for the development of sufficient turbulence, while it prevents the re-circulation of the turbines wakes in the LES domain. Figure 1
shows a schematic representation of this setup.
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(a) Instantaneous wind speed (b) Two hour average wind speed deficit

FIGURE 2 Left: Instantaneous wind speed field for 2016-05-18 02:00 UTC. The turbine locations and their yaw angles are depicted with the grey
bars. Right: Two hour average wind speed deficit (percent reduction with respect to free-streamwind speed) field for 2016-05-18 00UTC-02UTC

Wind turbines have been modelled in the LES with a uniform actuator disk model as described by 32. The turbine parametrisation applies axial
and radial forces to the LESwind fields that are based on the power and thrust curves of the turbine type. Therefore, the torque exerted on the rotor
blades can readily be diagnosed from the simulation and the produced power can be exported as output variable with the same time resolution as
the LES time-step, which is typically in the order of 5 seconds. All output variables that may be relevant for post-processing, such as power, rotor-
disk averaged wind speed and direction and air density have been exported for each individual turbine location with a 30 seconds time resolution.
Care was taken to produce a forecast dataset that was as representative as possible for day-ahead forecasting, so a maximum computation time
of 1 hour per forecast was observed and the 00UTC ECMWF operational forecasts valid for the next 24-48h (local time) were used as boundary
conditions. The 00UTC cycle of the ECMWF high-resolution forecast is available around 06:20 UTC for commercial customers. With the settings
applied in this paper, the day-ahead LES forecast can thus be delivered at 07:20 UTC the latest, which corresponds to 08:20 CET and 09:20 CEST.
The LES forecast is therefore well in time to be used for day-ahead trading.
Figure 2a shows a snapshot of the instantaneouswind speed field at hub height for a typical daywith south-westerlywinds. Using the pre-cursor

simulation that has no wind turbines, it is also possible to calculate the difference between the free-stream wind speed and the wind speed in the
wind farm. Figure 2b shows the wind speed deficit, i.e. the percent reduction in wind speed with respect to the free stream wind, in the simulation
domain. The wind speed deficits for this particular day are roughly 20% to 40%, which is in agreement with values that have been reported in the
literature 33.
Although the focus of this paper is on the prediction ofwind speeds andwind farmpower, the framework of a turbine resolving LESmodel driven

by NWP boundary conditions opens more possibilities for future research and practical applications. Currently ongoing research efforts focus of
wind resource assessments and annual energy prediction using LESwith reanalysis fields as boundary conditions, air-sea interactions in and around
wind farms, more advanced turbine parametrizations and in-depth analysis of the interactions of (far) wake effects and their environment.

3 POST-PROCESSINGMODELS
The following describes the statistical post-processing models utilised and the general post-processing strategy for the case study. The approach
can be summarised by using optimal statistical learning techniques for both wind speed and power forecasting with a focus on smoothing, feature
engineering, and selection. Note that due to the inclusion on both wind speed and power forecasting, the notation yt signifies the target variable
(measuredwind speed or power) and xt is the weather forecast-derived input variable.
Smoothing is an interesting approach in this high-resolution forecasting context, however it has been surprisingly overlooked in the applicable

research literature for energy forecasting. Benefits have been reported with temporal and spatial feature engineering in the post-processing of
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coarse global atmospheric models 27,34,35 with rolling average and leading/lagging wind speed variables among others. Therefore, the aim here is
to explore this relationship more explicitly with single input models and then to capture the value in the high-frequency content of the signal with
other engineered features. This approach, compared to using the high resolutionwind speed signal directly, aims to retain the value of the smoothed
wind speed forecast whilst augmenting the model with selected summary statistics of the high frequency signal. The methodologies described are
implemented in R using the packages crch and h2o 36,37,38.

3.1 Wind speed forecasting
For wind speed forecasting the raw NWP signals are statistically post-processed to account for systematic biases between each signal and the
measured time series at the turbine nacelle. A truncated linear regressionmodel is used to account for the non-negativity of wind speed 39 which is
defined as

yt ∼ N0(µt, σ
2) (1)

µt = β0 + β1xt (2)
wherewind speed yt at time t follows a zero truncated normal distributionwithmeanµt and standard deviationσwhileµt is a linear function of the
predicted wind speed xt and β0, β1, and σ are regression coefficients. The zero truncated normal distribution has a probability density function of

d(yt) =


1
σ
φ( yt−µt

σ
) yt > 0

0 yt ≤ 0
(3)

where φ(.) is the probability density function of the standard normal distribution. The regression coefficients are estimated with maximum
likelihood estimation as implemented in the R software package crch 37.

3.2 Power forecasting
TheGradientBoostingMachine (GBM) is a supervised learningmethodwhereby a series of individuallyweakly predictive base-learners (e.g. regres-
sion trees) are combined to make a powerfully predictive ensemble 40. For an excellent and in-depth tutorial on this subject the reader is referred
to 41. The algorithmworksby consecutively fitting single base-learners to improve theoverall predictive estimateof the target variable; each learner
is trained sequentially on the negative gradient of the loss function, with respect to the ensemble constructed so far. Intuitively, themodel is grown
at each iteration to improve upon the prediction of the ensemble so far; hence regularisation is extremely important to prevent over-fitting.
Specifically, for base-learner regression trees, at each iteration the available input space is partitioned into disjoint regions, which allows for the

direct capture of non-linear relationships, such as the wind power curve, and makes this a powerful tool for energy forecasting applications 27,34,35.
Additionally, the flexibility of the algorithm in terms of loss functions is a desirable attribute; in this study a squared loss function is used. For target
variable y and apool of explanatory variablesxt = (x1, x2, . . .)>, the gradient boostingmachine 40,42 FN(xt) is defined as the sumofNbase-learners
fn(xt)

yt = FN (xt) + εt =

N∑
n=0

fn(xt) + εt (4)
where f0(xt) is the initialisation guess, and the subsequent ensemble of base-learners is constructed sequentially by estimating the latest via

argmin
fn

∑
t

L (yt, Fn−1(xt) + fn(xt)) (5)
for some loss function (e.g., squared loss) L(·). To tackle this approach in practice, the base learner chosen here is the regression tree fn = h(x; θn),
specified by a vector of tree parameters θn. Where L(·) is differentiable, the negative gradient gn(x) is defined as

gn(xt) = −
[
∂L (yt, Fn(xt))

∂Fn(xt)

]
Fn(x)=Fn−1(x)

(6)
and the regression tree is efficiently fit to this negative gradient by least squares

θn = argmin
θ

∑
t

[gn(xt)− h(xt; θ)]2 (7)
The ensemble is then updatedwith

Fn(xt) = Fn−1(xt) + λρnh(xt; θn) (8)
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where λwhich is a user defined regularisation lever termed shrinkage, and ρn which is the best gradient step-size found via
ρn = argmin

ρ

∑
t

L (yt, Fn(xt) + ρh(xt; θn)) (9)
and specifically for regression trees a different ρn is computed for each terminal leaf. This model fitting optimisation strategy is then based on two
stages: least squares fitting of the base learner followed by the parameter optimisation according to the general loss function 43. Regularisation is
extremely important when deploying a GBMmodel. Generalisation performance is achieved via the tunable shrinkage parameter (λ) which allows
the user to penalise the importance of each individual learner in the overall ensemble, the number of learners (N), and row/column 38 sub-sampling
fractions where a random subset of rows or covariates respectively are used for each training round. Row and column sub-sampling are really
useful for generalisation performance when a large set of input features are available. If the entire dataset is defined as {yt,xt}T1 then a random
sub sample of rows of size T̃ < T is given by {yr(i),xr(i)}T̃1 , where {r(i)}Ti is random permutation of the integers {1, . . . ,T} 43. A random subset of
features/columns can be defined similarly.
Other tree-specific tunable hyper-parameters include the depth (or number of splits) of each tree, and theminimumnumber of observations per

terminal leaf of the tree. It is evident that the benefits of theGBMmethod come at the expense of the necessary fine-tuning stages compared to for
instance a linear model. These regressionmodels were created in R via the h2o 38 software package.

3.3 Feature Engineering
Although high-resolution numerical models may be able to better approximate specific weather features, temporal and/or spatial displacement
errors can in fact reduce their skill compared to coarser global models that provide a smoother representation of the same events. Figure 3 shows
an example time series of the raw wind speed forecasts versus the turbine anemometer measurements. Visually, it is clear that neither GRASP or
ECMWF can perfectly predict the truth, although GRASP clearly shows a higher and thusmore realistic variability.
When regarding the Pearson correlation coefficient between the observations and NWP forecasts in Table 1 (top row) it can be seen that the

high frequency information actually seems to disturb the forecast signal and that smoother forecasts are of advantage. This observation raises the
idea of temporally smoothing the forecasts to obtain forecasts with the same underlying signal but with some of the (potentially disturbing) high
frequency information removed. This is most simply done by calculatingmoving averages of the raw time series

x̃t =
1

M + 1

t+M/2∑
r=t−M/2

xr (10)
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FIGURE3 Example time series of rawwind speed forecasts frombothNWP sources versus the turbine anemometermeasurement. TheGRASP and
ECMWF variables used are the disk averaged and 70 metre wind speed respectively. Each of the 4 day-ahead forecasts have different issue times,
indicated by the jumps in wind speed predictions aroundmidnight each day.
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whereM is an even number that controls the degree of smoothing. For this study, we tested moving averages spanning time windows from 30 sec-
onds to 16 hours. Although high frequency information is disregarded, Table 1 (bottom row) shows that this smoothing increases the correlation
between the observations even in the ECMWFmodel. The justification of smoothing in post-processing, even for ECMWF forecasts, can be alterna-
tively explained by the fact that theNWP global models resolve processes at resolutions that are less than that of the grid they are computed on. In
addition, high-resolution forecasts expose themselves to the risk of being doubly penalizedwhen predicting the right events, but slightly misplaced
in time or in space. Smoothing somewhat dampens this risk. It should be emphasised that the GRASP data retains the high resolution spatial infor-
mation and one example of spatial smoothing is retained in the analysis and is defined as the spatial average of all the disk averages wind speeds in
the wind farm.
Although average scores may be improved by smoothing the numerical forecasts, the high frequency content still might contain some valuable

information. Therefore, moving variances are derived as

zt =
1

M + 1

t+M/2∑
r=t−M/2

(xr − x̃t)2 (11)

which are used as supplementary engineered features to summarize the variability of the forecast. Additionally, a separate strategy to exploit the
higher frequency content of the NWP signals is proposed based on a rolling Fast Fourier Transform (FFT). A smoothed Power Spectral Density
(PSD) estimate of the transformed signal is split into a number of bands; the average, sum, range, and variance of the power in these bands is used
to inform themodels. The rolling discrete Fourier transform of the time-series centred on the windowM is defined as

Xt,k =

t+M/2∑
r=t−M/2

xre
−i2πrk/M , k = 0, 1, ...M − 1 (12)

at frequency domain point k. The corresponding rolling estimate of the PSD at this point is
Pt,k =

1

M
|Xt,k|2 k = 0, 1, ...M − 1 (13)

and since the Fourier transform of this real valued data is symmetric, the bands which are defined to engineer features within a frequency range
are split equally within theM/2 range. The features retained in the final models are then based on summary statistics of Pt,k within the highest
frequency bandwhich proved to bemost informative. Other transformations could potentially better track the time-varying properties of the time-
series such as the Hilbert-Huang Transform 44, however for this proof of concept study these aspects are reserved for future work.
Therefore, the modelling strategy can be summarised as follows: to use temporally smoothed forecasts as the driving signal for the post-

processed models and supplement this with engineered features that inform the model with information on variability of the NWP. As discussed,
feature engineering has proven extremely successful in bothwind and solar energy forecasting 27,34,35. However, the temporal smoothing properties
have not been explored explicitly, to the best of our knowledge, by single input models. It should be noted that all of the engineered rolling features
are calculated per issue time of the forecast because of potential step changes in the variables across at this point.

4 RESULTS
The results of this case study are presented as firstly an analysis of the raw LES output, following an exploratory analysis where a single turbine
in the farm is selected for post-processing with single input models to explicitly extract the value in smoothing. Both wind speed and wind power
post-processing are considered at this stage. Next, additional features are added to the turbine power models to capitalize on the high frequency
content, before finally results for the wind farm level forecasting are presented.
For the post-processing analysis, the data is partitioned into tuning and testing data by 6 and 18 months blocks respectively, where the tuning

data is used to improve the GBMmodels. Out-of-sample forecasts are generated using 5-fold cross-validation on the testing dataset with curtail-
ment around the wind farm flagged and removed from the forecasting exercise. The definition of prediction error et = yt − ŷt is the difference
between the measured yt and forecast value ŷt. Evaluation of the post-processed forecasts is then based on the Root Mean Square Error (RMSE)
over the testing dataset of lengthT

RMSE =

√√√√ 1

T

T∑
t=1

e2t (14)
and the results are generally presented via boxplots showing the sampling distribution from bootstrap score averages. Bootstrap sampling can
convey the distribution of the evaluationmetric via sampling the errors with replacement, then calculating the average error metric, and repeating
the process k (in this instance 100) times.
The power point forecasts generated by the GBM models are constructed to minimize the quadratic loss function in this study. Therefore, the

models created will be optimised for the mean squared error and this motivated the use of RMSE as the lead measure of accuracy. Though other
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FIGURE 4 Yearly average power from observations (left) and forecasted by the GRASP LESmodel (right)

scores such asmean absolute error (MAE) could also be similarly reported, the resultswill not be optimised for themeasure unless themodelswere
modified to carry out amedian regression. Additionally, due to thewealth ofmodels tested in this case study theMAE results are omitted for brevity.

4.1 LES results
We first present a number of quantities from the unprocessed LES output to verify the implementation of the wind farm in the LES model set-up.
Figure 4 shows the yearly average power production per turbine from the observations and as forecast by GRASP. For the turbines on the western
and southern edgeof thewind farm, the yearly averageproduction showsa goodagreement between themodel and theobservations. Thedeviation
is roughlywithin a 20 kWrange, which is 2%of the average yearly production. Deeper inside thewind farm, GRASP underestimates the production,
or, equivalently, overestimates the wake effects. This is also confirmed by an initial analysis looking at the RMSE of the power as exported directly
from the LES (results not shown here) and forms another justification for statistical post-processing.

4.2 Exploratory Data Analysis
In order to reduce the dimensions of the problem, the following presents results of forecasting for a single turbine in the farm, located at the
north-east perimeter of the farm in terms of both wind speed and power prediction performance. Here we have a few parameters which require
explanation: DA indicates the disk averaged wind speed which is a weighted average of the closest LES grid point wind speeds over the rotor disk
plane, and DA-all is the spatial average of these disk averaged variables over all the turbine locations.

4.2.1 Single InputModels
To explicitly investigate the influence of smoothing the wind speed forecast on both wind power and wind speed forecasting single-input models
are first considered; a separatemodel for each NWPwind speed forecast is trained against themeasuredwind speed or power time-series.
Figure 5 shows the results for the wind speed post-processing case at 70m height where 0.5 and 10minutes indicates no smoothing for GRASP

and ECMWF data respectively. It should be noted that the ECMWF is already linearly interpolated to match the temporal resolution of the power
measurements. The RMSE for the ECMWF is generally much lower for wind speed across the smoothing window choices, apart from the longest
rolling window lengths of >900 minutes. For both models the optimal smoothing window is around 400-500 minutes which is longer than the
original temporal resolution of the ECMWF data and implies that smoothing can improve the forecast accuracy of a post-processed model derived
from both traditional NWP output as well as high-resolution LES output.
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FIGURE 5Wind speed RMSE results with different smoothing windows at 70m height. Forecasts were derived from a truncated linear regression
model with different smoothed forecasts as input.
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FIGURE 6Wind power RMSE results with different smoothing windows. Forecasts were derived from GBM models with smoothed wind speed
input variables at 70m height for ECMWF and the disk averagedwind speed (DA) for GRASP

For wind power, shown in Figure 6, a similar profile is found with some very important distinctions; the GRASP based models give a lower error
than ECMWF across the smoothing windows, and the characteristic dip of the wind speed plots is slightly shifted and not as pronounced. This
suggests that from smoothing, the error improvements at the optimal smoothing window are out-with the below rated region of the power curve
because thenon-linear effect of thepower curvewould tend toamplify improvements in this key region.However, for bothNWPsources, smoothing
NWP forecasts for use in power forecasting does have a beneficial influence at a window of around 400minutes.
The unusual difference between the wind speed and wind power performance between the NWP sources is explained in Figure 7 which shows

the performance of four comparable models conditional on the wind speed and power measurements respectively. All models compared here are
using a smoothingwindowof 400minutes and at 70mheight. At the key range for power prediction— themedium rangewind speeds— theGRASP
post-processed model is more accurate and the larger wind speed prediction errors of the GRASPmodel are negated. It should be noted that wind
speed predictions could be improved at these regions by using (for instance) splines in the regression, however this is out-with the scope of this
preliminary analysis which is mainly focused onwind power.
Looking at the performance in terms of the model height is also informative. Figure 8 shows that for wind speed forecasting the ECMWF gives

the highest accuracy at 50metres, with broadly similar performance across the heights compared toGRASP; it is important to emphasise that these
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FIGURE7RMSEofWhiffle’sGRASPmodel andECMWFconditionedon5equally populated observation binswith a 400minute smoothingwindow
and at a height of 70m. The shaded areas show the interquartile range from bootstrap score averages.

height

rm
s
e

 [
m

/s
]

3
0

m

5
0

m

7
0

m

9
0

m

1
1

0
m

D
A

D
A

−
a

ll

1
.5

5
1

.6
1

.6
5

1
.7

1
.7

5

(a) GRASP – DA and DA-all are the disk average wind speed, and the wind farm spatial average of the disk average
wind speed respectively.

height [m]

rm
s
e

 [
m

/s
]

3
0

5
0

7
0

9
0

1
1

0

1
.5

5
1

.6
1

.6
5

1
.7

1
.7

5

(b) ECMWF

FIGURE 8Wind speed RMSE at different model heights with a 500minute smoothing window

additional ECMWFheight fields are linearly interpolated from the nearest availablemodel heights, roughly 10m, 31m, 54m, 79mand 107m. For the
LES model there is a pronounced improvement around the hub height of the turbine, which signals that there is more skill in the vertical profile of
the LES compared to that of ECMWF. This is expected because the resolvedwake effects aremost prominent at hub height.
For power predictions over thedifferentmodel heights, as shown inFigure9, there is again a reversal of roleswhereGRASPgivesmuch improved

forecasts at four keymodel heights. Notably, the disk averaged (DA) wind speed variable is the best predictor of wind power. The wind farm spatial
average of the disk averaged wind speed forecasts is not the best predictor here, which suggests that for this particular turbine the high spatial
resolution is providing some benefit.

4.2.2 Improving the Power Forecast
Thus far, the analysis has essentially excluded the high temporal resolution content. Including the proposed rolling variance and PSD band features
aims to capitalize on this available information. Figure 10 is the culmination of the exploratory analysis; it shows the progression from the raw
NWP forecast, to the smoothed signal, to the smoothed forecast with wind direction, then including PSD band features, or finally rolling variance
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FIGURE 9Wind power RMSE at different model heights with a 400minute smoothing window
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FIGURE 10Wind power RMSEwhere ECMWF features are at 70m height and for GRASP the disk averaged wind speed andwind direction at 70m
are used for GRASP.A is the rawNWP signal;B is the smoothedNWP signal over 400minutes;C is the smoothedNWP andwind direction;D is the
smoothedNWP, PSD features, andwind direction; E is the smoothedNWP, rolling variance, andwind direction

variables. For GRASP, the forecast used is the disk averaged wind speed and wind direction at 70 meters, and for ECMWF the speed and direction
forecasts are based at 70meters. The smoothing and rolling window used for both is 400minutes.
Although these single-inputmodels have highlighted the influence and value of temporal smoothing, the errors can be clearly further reduced by

incorporatingwinddirection and engineered features. As shown in Figure 10, incorporatingwind direction into themodel is valuable for theGRASP.
Whereas for the ECMWF forecasts, a significant improvement is observedwhen including wind direction. It is suggested that could be due to some
of the directional effects of the farm, such as wake deficits, are already resolved in the high resolution model, whereas for ECMWF these effects
are obviously excluded. The plot also illustrates that incremental benefit is achievable for GRASP and even ECMWF using these PSD engineered
features.However, using the simpler rolling variancedegradesperformanceacrossboth cases.Overall at this turbine, Figure10 shows that accuracy
improvements are achievable using the high resolution LES data. Additionally, it is clear that to fully utilise the high resolution temporal content of
the signal more advancedmodels are required.
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FIGURE 11Wind farm power results

4.3 Wind Farm Power
Investigating the overall predictive skill, in terms of the wind farm power, can illustrate the average performance of both source datasets. This
section is based on an approachwhereby thewind farmpower ismodelledwith the entire set of explanatory variables in each case, and the inherent
feature selection ability of the statistical learning technique is relied upon to select the most relevant features. The three cases considered are the
separate GRASP and ECMWF datasets with smoothing and features engineered as shown previously, and finally a combined model with access to
all available NWP inputs and features.
Thedimensionality of thedata in these three cases are an issuehowever becauseof the largepool of available information. Although theboosting

algorithm provides an inherent feature selection capability, empirically it is found that a more rigorous selection and feature reduction stage can
improve model performance by making them more parsimonious 34. The feature selection stage involves fitting a regularised GBMmodel with all
the available inputs and retaining only the features which have the highest influence. A second and final model is then trained using these selected
variables. This process removes the influence of unnecessary predictor variableswhere no additional valuable information is available butmayhave
been used sparingly in the primary model training. Regularisation levers in the GBM framework provide the necessary framework for this feature
selection stage and have been compared to other more familiar algorithms such as penalised regression 42.
Figure 11 shows the results of the wind farm forecasting case study. From this it is clear that, even in this context, the high resolution data is

competitive with ECMWF. However, the real value comes from using the information from both GRASP and the standard ECMWF forecast, which
gives significant improvements in RMSE over both single dataset models. This is understandable given that the model is selecting the best of both
worlds in terms of information content. Lastly, a feature selection stage is clearly shown to improve the accuracy of the 3models tested.
The key result of this study is in demonstrating that it is possible to obtain improvements in typical average error metrics using a combination of

ultra-high resolution NWP data, modern state-of-the-art regression techniques, and typical weather forecasts available to commercial operators.
TheGRASPmodel clearly adds new information via the spatial and temporal resolutionwhich, combinedwith the regression technique and feature
engineering, leads to improved forecast skill. However, this is a proof-of-concept study and further work is required to both maximise the value
of the high resolution data, and benchmark against different techniques; For instance, assessing the value of using GRASP in a typical commercial
forecasting system, with an ensemble of established NWP sources. More future work avenues are elaborated in Section 5.

5 CONCLUSIONS& FUTUREWORK
The value in post-processing ultra high resolution weather forecasts for power prediction has been demonstrated, by improving the accuracy of
point forecasts atHorns Rev I. The case study evaluates the performance ofwind speed and power forecasting at a single turbine in the array to first
explore the dataset and then investigates the performanceof overall wind farmpower prediction. These predictions are compared against forecasts
generated purely from the standard resolution ECMWFmodel.
The exploratory investigation uses single-input models to characterise the value in temporal smoothing of both NWP sources which is shown

to improve performance. Generally, ECMWF proved to be better at prediction of wind speeds, andWhiffle’s LES model GRASP superior at power
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prediction at this single turbine. It is revealed that this is due to the high resolution model providing more accurate wind speed forecasts in key-
regions of the turbine power curve, which is expected because the wake effects resolved by the LES model are most prominent in this regime.
Improving the power forecast by includingwind direction and engineered features to capitalise on the high frequency content of theGRASP signals
is investigated. Whilst wind direction measurably improves both forecasts further work is necessary to fully exploit the temporal information in
the LES model. For wind farm power forecasting using information from both ECMWF and GRASP proved to give significant increases in accuracy,
especially with a feature selection stage, compared to using information content solely from either single source, which are comparable to each
other. This can be explained by the statistical learning techniquemodel selecting themost relevant information content from a diverse pool.
Clearly the high resolution LES is shown to approximate much more closely the underlying behaviour of the wind speed signal than the bench-

mark NWP. However, the double penalisation of spatial and temporal errors mean that average error metrics are perhaps not the best framework
for evaluating these forecasts; event-based metrics and applications in ramp forecasting of wind power could be very useful for optimally leverag-
ing the GRASP information content. Future work should consider this as well as utilising the high spatial and temporal information in a modelling
framework more suitable to the data. For instance, the engineered features such as the rolling variance which quantify the variability of the signal
could be more valuable in probabilistic forecasting for modelling the upper and lower ends of the distribution via quantile regression 27,45. Under-
standably, a hierarchical model where each turbine is used to generate a consistent wind farm forecast could be an optimal way of using the high
spatial content of the data 46. Additionally, a more in depth study focused on extracting value from the temporal content of the wind forecast signal
such as deep-learning 47, instantaneous frequency transforms 44, or wavelet decomposition 48 techniques should be explored.
In the context of this proof-of-concept study it is clear that it is possible to use the high resolution data with machine learning post-processing

models to improve on conventional wind farm forecasting by combining information content fromGRASP and ECMWF. To realise further improve-
ments in the LES wind forecasts, a number of promising venues for future research include evaluating the influence of the LES domain size and
the time-resolution of the NWP boundary conditions. The latter should be updated to match the hourly resolution data recently made available
from ECMWF for commercial use. Furthermore, a probabilistic framework in which the LESmodel is used to derive probability distributions of the
forecast variables can have added value for wind energy applications.
Moving from the standard ECMWF forecast to the ultra-high resolution turbulence resolving model represents a significant jump in resolution.

For future work looking to benchmark against all possible methods, it would be prudent to include a comparison of a middle-ground between the
two, and evaluate performance against a mesoscale model 49,50, typically used in commercial power forecasting systems. Additional benchmark
comparisons should certainly include direct comparisonswith ensemblemembers or an ensemble ofweather prediction sources, however, it should
be noted that a robust numerical comparison in this context would necessarily require inclusion of ultra-high resolution ensembles generated by
the LES simulation. Such a study would currently require significant computational power and time.
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GRASP ECMWF
Raw 0.898 0.910
Smoothed 0.905 0.915

TABLE 1 Pearson correlation coefficient of raw and smoothed forecasts with wind speed observations. For smoothing the moving average spans
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