
Energy Systems manuscript No.
(will be inserted by the editor)

Do unit commitment constraints affect generation
expansion planning? A scalable stochastic model
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Abstract Due to increasing penetration of stochastic renewable energy sources
in electric power systems, the need for flexible resources especially from fast-
start conventional generation units (e.g., combined cycle gas turbine plants) is
growing. The fast-start conventional units are being operated more frequently
in order to respond to the variability and uncertainty of stochastic generation.
This raises two important technical questions: as it is common in the literature,
is it still an appropriate simplification to ignore the operational unit commit-
ment (UC) constraints of conventional units within the generation expansion
planning optimization? And if not, which UC constraint impacts most the
expansion planning outcomes? To answer these questions, this paper aims at
measuring the planning inefficiency (i.e., the underestimation of need for new
generation capacity) caused by ignoring each UC constraint. To this purpose,
we develop a centralized network-constrained generation expansion planning
model incorporating UC constraints. In particular, we model start-up and
shut-down cost, minimum production level and hourly ramping limits of con-
ventional units. Wind power production is considered as the only source of
uncertainty, and is modeled through a set of scenarios. A two-stage stochastic
programming tool is used, whose first stage determines the long-term expan-
sion and short-term UC decisions over different hours of representative days,
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while the second stage models the real-time operation for accommodating
imbalances arising from wind deviation under different scenarios. Since this
problem is potentially hard to solve especially with a large number of repre-
sentative days and scenarios, a multi-cut Benders’ decomposition algorithm
is implemented. The well-functioning of the proposed model and the impact
of each UC constraint on planning outcomes are evaluated using an extensive
numerical study. In our case studies, the exclusion of ramping constraints from
planning optimization causes large error and is the most distorting simplifica-
tion.

Keywords Generation expansion planning (GEP) · unit commitment (UC)
constraints · wind power uncertainty · two-stage stochastic programming ·
mixed-integer linear programming · multi-cut Benders’ decomposition.

1 Introduction

1.1 Background and aim

The share of electricity production from renewable sources is increasing world-
wide. Wind power is expected to contribute strongly to electricity generation
in the coming decades, despite its inherent variability and uncertainty [20].
In 2015, electricity produced from renewable energy sources contributed more
than one quarter (28.8%) of the European Union’s gross electricity consump-
tion. In particular, more than half (51.3%) of annual electricity demand in
Denmark in 2015 was supplied by renewable energy sources [2], and this value
is expected to reach 100% by 2050 [11], [46].

The generation expansion planning (GEP) is one of the most important
decision-making problems in electric power systems, which determines the
technology, capacity and location of new generation units to be built. Pur-
suing simplicity, it is common in the literature to ignore unit commitment
(UC) characteristics of the conventional generation units, e.g., ramping lim-
its, start-up and shut-down cost, minimum production level, and minimum
up- and down-time constraints, within the GEP problem. However, the con-
ventional generators especially flexible units (e.g., combined cycle gas turbine
plants) are being committed and operated more frequently with increasing
wind power penetration [15], [41], [49]. The first reason for this is the variabil-
ity of wind power generation, which makes the dispatch of flexible conventional
units quite volatile over time along with short but steep ramps, such that the
UC constraints corresponding to those units are often active. The second rea-
son is the uncertainty of wind generation, which requires more operational
flexibility from conventional generation units to offset the power imbalance
arising from wind forecast error [45]. Due to these reasons, the exclusion of
UC constraints from the GEP optimization problem might no longer be an
appropriate simplification.

In this paper, we are interested in answering two main technical questions:
do UC constraints affect generation expansion planning? And if so, how can
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we measure the planning inefficiency (i.e., the underestimation of need for new
generation capacity) caused by discarding each UC constraint. These power
economics questions motivate the following methodological question: how can
UC constraints (including binary variables and inter-temporal constraints) as
well as wind uncertainty be simulated while ending up in a scalable approach?
To answer these questions, we propose a two-stage stochastic program, whose
first stage determines the long-term expansion and short-term unit commit-
ment decisions over different hours of representative days. In addition, the
second stage models the real-time operations for resolving imbalances due to
wind deviation under different wind power scenarios. Since this problem is
potentially hard to solve especially with a large number of representative days
and scenarios, a multi-cut Benders’ decomposition algorithm is implemented.
This proposed approach allows decomposing the original mixed-integer lin-
ear programming (MILP) problem into a mixed-integer linear master problem
and a set of continuous linear subproblems, one per scenario and representative
day.

1.2 Literature review and contributions

The following section analyzes different approaches to GEP models in the
literature. This review focuses on modeling techniques used for GEP problems
as well as the consideration of operational details such as UC constraints. In
general, the capacity expansion problems can be modeled in two ways: static
and dynamic (multi-stage) models [8]. In the static approach, all expansion
decisions are made at a single point in time, i.e., at the beginning of a target
year, representing the whole planning horizon. In contrast, the dynamic (multi-
stage) planning model makes expansion decisions at different points in time of
the planning horizon, which allows to adapt to future changes in the system
and leads to more accurate solutions. However, the complexity of the problem
in dynamic model is further increased.

The existing GEP models typically consider a limited level of details on
technical constraints of conventional units. For example, reference [18] formu-
lates a multi-year GEP problem using a two-stage stochastic MILP problem,
but does not consider network and UC constraints. In [13], a generalized dis-
junctive programming model for dynamic investment planning in different en-
ergy sources, i.e., renewable and non-renewable, is presented. The model takes
start-up, shut-down and general operational costs into account, but neglects
all other UC constraints and transmission limits. In [12], a GEP framework
is introduced based on a robust optimization, which portrays an optimal in-
vestment plan that mitigates inherent planning uncertainties. The future load,
investment and production costs are considered as the sources of uncertainty
while transmission network and UC constraints are discarded.

In general, the GEP problem can be viewed in two different ways: adopt-
ing a centralized approach or considering a market framework. On the one
hand, in a vertically integrated power system, a central planner solves a GEP
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model that results in an optimal operation for the entire electric energy sys-
tem, and leads to the most efficient supply of demands. This is also known
as a command-and-control approach. On the other hand, a market-based ap-
proach framework assumes that each electricity producer determines its own
generation investment plan as a competitive or a strategic agent with the aim
of maximizing expected profit [8]. A market-based network-constrained strate-
gic generation investment model is proposed in [24]. The resulting model is
a stochastic mathematical program with equilibrium constraints, which takes
into account rival offering and rival investment uncertainties. In addition, [32]
compares the optimal GEP outcomes in a centralized approach to those ob-
tained in a market framework considering that the decision-making investor
is either a competitive or a strategic price-maker producer. In [35], an invest-
ment equilibrium problem in an oligopolistic market including UC constraints
is solved using a diagonalization-based heuristic method.

Neglecting operational details in the GEP will underrate the technical hur-
dles, system cost and additional flexibility needs of large shares of renew-
able generation [59]. The GEP models in the literature that incorporate more
operational details are presented in the following. In [56], the start-up and
shut-down cost of conventional units is added to the traditional merit order
stack model for electricity dispatch through a heuristic method. This heuristic
has impact on generation units’ outputs, electricity prices, and optimal ca-
pacity mix. In [52], a linear programming model for long-term power system
investment planning is extended with algorithms that build constraints which
capture the effects of units’ start-up cost, ramping, average output and ad-
equate total system capacity. Reference [17] proposes a two-stage stochastic
mixed-integer linear GEP model with long-term uncertainty in wind pattern
while incorporating the UC constraints. The first-stage models the investment
in capacity, while the second stage schedules the scenario-based commitment
and dispatch. The UC constraints included in this model are minimum and
maximum production level, maximum reserve, ramp-up and -down limits as
well as start-up and shut-down costs of conventional units. The work in [20]
compares a screening curve methodology with a static investment model that
determines the optimal technology mix. Operational constraints such as a pe-
riodic maintenance, must-run units, ramp rates and reserve requirements are
incorporated into the model. This approach shows a reduced capacity of in-
flexible generation after including operational constraints to account for net
load variability. Furthermore, a sensitivity analysis shows that ramp rates of
base-load generation units have a dominant impact on optimal generation
mix. Reference [4] extends the screening curves technique to incorporate op-
eration and maintenance costs. In [36], a GEP problem is modeled in a de-
terministic manner constrained by minimum stable levels, minimum up- and
down-times, while considering start-up and shut-down costs. Reference [51]
compares an economic dispatch model with and without UC constraints to
determine the importance of utilizing UC for GEP of systems with varying
amounts of variability. Reference [21] proposes a methodology to integrate
short-term responsiveness into a generation technology optimization model.
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The proposed linear program with static investment decisions for a single-
node system includes must-run constraints, ramping limits, and positive and
negative balancing requirements for base, mid, and peak load thermal gener-
ation technologies. Reference [22] investigates the optimal expansion planning
of fast-response generating capacity, in particular gas-fired units, to accommo-
date the uncertainty of wind generation. A network-constrained GEP model in
[22] includes ramping limits, and maximum and minimum up- and down-time
constraints. In [25], the UC problem is integrated into a long-term dynamic
investment planning framework, resulting in a mixed-integer linear program.
The daily energy planning constraints at an hourly level include start-up and
shut-down related decisions, i.e., start-up type, minimum up- and down-time,
synchronization, soak and desynchronization time constraints, as well as ramp-
ing limits and system reserve requirements. Both day-ahead energy and reserve
markets are represented, while no uncertainty is included in the model. In [26],
a multi-regional, multi-period, mixed-integer linear programming model is pre-
sented, combining optimization technique with a Monte Carlo method. This
model determines the optimal power capacity installed in each time interval
and region as well as the optimal power generation mix including demand re-
sponse resources. The UC constraints considered are power production limits
of thermal plants and reserve margins. Reference [16] introduces a GEP model
in which the embedded operational problem is a convex relaxation of the UC
problem, i.e., the Lagrangian dual problem, including binary commitment de-
cisions, minimum up- and down-time, and ramping constraints, but ignoring
network constraints. Moreover, upward spinning reserves are considered, while
transmission constraints are neglected. The results in [16] show that ignoring
operational flexibility in GEP results in underestimating the need for invest-
ment in flexible generation, possibly causing reserve shortage, load shedding,
and curtailment of renewable generation. A mixed-integer linear GEP model
in [59] studies how increasing operating reserve requirements, driven by in-
creased renewable penetration, impacts the installed generation mix of a power
system. This model includes detailed constraints for short-term operation of
different generation technologies and detailed operating reserve requirements.
Furthermore, in [41], UC constraints are incorporated into a mixed-integer lin-
ear GEP optimization model. These UC constraints are ramping limits, start-
up and shut-down cost, and operating reserves. Binary commitment variables
are grouped into integer block UC by types of power plants into categories.
Although wind uncertainty is not modeled, the results suggest that incorpo-
rating detailed UC-derived operations into capacity planning models changes
the optimal generation mix by more accurately valuing operational flexibility.
In addition, [40] identifies that the most effective UC constraints for genera-
tion investment decisions are operating reserves and maintenance related con-
straints. In the proposed MILP, or clustered integer-based modular planning
model, the generation units are aggregated into representative plant clusters
by technical characteristics. The UC constraints analyzed in this static invest-
ment model are maintenance, start-up and shut-down limits. In [42], a com-
putationally efficient GEP model is formulated as a deterministic MILP with
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embedded integer clustered UC and maintenance constraints for a system with
environmental policies. The model in [42] shows that operational flexibility as
well as carbon emission constraints change the optimal capacity mix. It also
concludes that ignoring the need for flexibility may lead to the system being
unable to meet demand and carbon requirements. Reference [47] investigates
the impacts of both chronological representation and operational details on
planning outcomes for a varying penetration of renewables. In [61], a stochas-
tic decision-making problem based on a real options approach is developed for
a single entity to invest in fossil-fueled generation technologies. Reference [30]
proposes a two-phase algorithm to solve a multi-area generation and trans-
mission investment planning model. This model includes renewable targets as
well as several operating subproblems with ramping constraints. Reference [31]
analyzes the impacts of risk aversion on a co-optimized transmission and gen-
eration expansion planning problem in a competitive market. The proposed
two-stage stochastic programming problem minimizes the weighted average of
expected transmission and generation expansion costs, the operational costs,
and their conditional value at risk including a direct current (DC) represen-
tation of the network. The first stage models the investment in generation
and transmission capacity, while the second stage models the economic dis-
patch under different market and regulatory conditions. Finally, [44] proposes
a framework to optimize the long-term investment in new renewable gener-
ation capacity while taking into account the hourly dynamics of electricity
supply and demand. This framework combines two different energy modeling
and planning tools: TIMES is used as a long-term model for optimizing in-
vestment in generation capacity, while EnergyPLAN represents a short-term
model for optimizing the system operation. These two models interact in an
iterative process. The results show that the inclusion of dynamics in the mod-
eling methodology changes the investment strategy.

A variety of model characteristics are identified, e.g., inclusion of uncer-
tainties, network representation, form of modeling the investment decisions,
representation of market settlements, time horizon, as well as inclusion of en-
ergy policies and investment in different types of technologies. This literature
review is summarized in Table 1, which highlights and compares the relevant
features of some works reported in the literature and the model proposed in
this paper.
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Considering the works analyzed in the literature review and summarized
in Table 1, the contributions of this paper are as follows: we propose a cen-
tralized static GEP model, which incorporates the operational UC details of
conventional units such as minimum and maximum production levels, hourly
ramping limits and start-up and shut-down cost of generation units. Our con-
tributions are not methodological, as we use existing mathematical techniques
to answer important technical questions that arise in practice: do UC con-
straints affect generation expansion planning? And if so, how can we measure
the misestimation of need for new generation capacity caused by discarding
each UC constraint. We provide a tool to compare the generation expansion
planning decisions with and without enforcing UC constraints, that allows us
to evaluate the importance of each of these constraints. This model considers
both conventional and wind units as the investment options, and takes into ac-
count the network constraints. To improve representation of operational stage,
we consider two short-term settlements, including (i) day-ahead UC stage pro-
viding on/off commitment and tentative production schedule of units, and (ii)
real-time operation stage providing the final production of units. The result-
ing model is mixed-integer and linear, and considers wind power uncertainty
through a set of scenarios. The renewable incentives are considered in the form
of renewable portfolio standards (RPS) [58], [19], [39]. Pursuing scalability, the
proposed two-stage stochastic model is decomposed by representative day and
scenario using a multi-cut Benders’ decomposition algorithm. Finally, an illus-
trative example and a larger case study are comprehensively analyzed and the
results provide a measure of the impacts of each UC constraint on planning
outcomes.

1.3 Paper organization

The remainder of this paper is organized as follows. Section 2 describes and
clarifies the features and assumptions of the proposed model. Section 3 for-
mulates the model as a two-stage stochastic mixed-integer linear problem. In
section 4, the decomposition algorithm is described. Section 5 provides com-
prehensive analyses of two examples. Finally, section 6 provides some relevant
conclusions obtained from the study reported in this paper.

2 Modeling assumptions and features

2.1 Framework

The proposed model is a two-stage stochastic programming problem with fixed
recourse. This problem is formulated as a decision tree, see Figure 1, with each
node in the tree representing a decision point. In this two-stage framework,
the first stage determines here-and-now decisions prior to the resolution of
uncertainty, while the second stage decisions are postponed in a wait-and-
see mode after the uncertainties are revealed [9]. The first stage provides the
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Fig. 1 Two-stage stochastic decision framework of the proposed GEP with UC constraints.

expansion plan as well as daily day-ahead UC and dispatch decisions, while the
second stage models the real-time operation to adjust wind power imbalances
under each scenario. The wind power uncertainty is represented through a
number of discrete realizations, constituting distinct scenarios. In order to
make informed investment decisions, the operation of wind-integrated system
under all plausible wind scenarios needs to be properly represented.

Taken together, the problem is a two-stage stochastic programming prob-
lem, since the first-stage decisions on investment planning and day-ahead
scheduling are made under uncertainty of actual wind realization followed
later by a second decision in the real-time operation, which allows corrective,
i.e., recourse, action to be taken in light of the actual wind power production.
All first-stage decisions are made up-front, and cannot be modified as uncer-
tainty about the future is resolved. The objective is to find an optimal decision
at the root node that performs well on average under all possible scenarios.

2.2 Assumptions

Following a common approach in the literature, the generation expansion plan
is made at a single point in time and establishes the optimal investment for
that year, i.e., a static investment plan. A dynamic investment approach would
lead to a more complex model. The considered target year includes a set of
representative days on an hourly basis. These representative days should be
properly selected, such that those days can adequately represent the diversity
of daily load and wind conditions over a year, while maintaining the scalability
of the model [27], [48]. Reference [28] investigates the number of representative
periods that are necessary to represent variability in GEP models.
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In this paper, we consider consumers as inelastic loads, thereby instead of
social welfare maximization in expectation, we minimize the expected social
cost. A central planner, e.g., the system operator, aims at determining the most
beneficial expansion plan for the system as a whole, yielding the minimum
overall system cost in expectation. We assume the system operator is risk-
neutral, but it is straightforward to model risk aversion in a linear fashion [7],
[31]. The investment costs are annualized and production costs do not change
over the planning horizon. The underlying power system is considered to be
energy-only, i.e., the producers are paid for their energy production, but not
for capacity-based products, e.g., capacity for reserve. In addition, we do not
consider decommissioning of existing units by the target year. The wind power
production cost is assumed to be zero. The supplied energy is required to meet
the demand in each time period within the day-ahead UC stage. In the real-
time operation, load shedding and wind curtailment are both allowed, but the
former is subject to a high penalty cost for the system.

The investment model is network-constrained; however, during the con-
sidered planning horizon, there is no change in the system topology, i.e., the
existing transmission lines remain the same throughout the planning horizon
and cannot be extended within this model. A study for evaluating the impact
of transmission switching on expansion decisions can be found in [60]. A loss-
less DC representation of the transmission network is embedded within the
investment model, which is linear and appropriate for the GEP. In contrast,
an alternative current (AC) representation of transmission system, although
more accurate, results in a non-convex model, requiring a convexified GEP
model using a relaxation method. The network constraints adequately repre-
sent the effect of locating new units at different nodes, i.e., siting of facilities,
as well as the impact of transmission congestion. The UC constraints that are
regarded and analyzed for their impact on the generation expansion decision
include start-up and shut-down costs, minimum production limits, and hourly
ramp rate limits of conventional generation units. For the sake of simplicity, ac-
tive power losses, maintenance and fixed costs, minimum up- and down-times,
or fast-start units with the availability of start-up at the real-time operation
stage are not included in the proposed model. Including fast-start units re-
quires binary variables in the second-stage (real-time stage), which makes the
subproblems in our setup mixed-integer, and thus we cannot derive sensitivi-
ties anymore for generating Benders’ cuts. Therefore, since we need convexity
in subproblems, we discard the fast-start units in our model. One alternative
decomposition solution to consider binary variables in subproblems is Dantzig-
Wolfe decomposition [14], [54], which has its own pros and cons with respect
to Benders’ decomposition. A full UC model with all those limits is avail-
able in [38]. The only source of uncertainty within the model is wind power
generation, which is modeled through a set of finite scenarios. The other po-
tential sources of uncertainty, e.g., assets failure, demand growth, investment
cost, and regulatory policies are not considered. However, there is no technical
barrier, and they can be modeled using additional scenarios. We aim at inves-
tigating the impact of active UC constraints on the optimal generation mix.
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These UC constraints are often pushed to their limits due to the variability
and uncertainty of wind power production. Thus, wind power generation is
chosen as the only source of uncertainty.

3 Proposed model

The main notation used throughout the paper is defined below:

Indices:
d Index for representative days.
l Index for loads.
g Index for conventional generation units.
k Index for wind farms.
(n,m) Indices for system nodes.
s Index for wind power scenarios.
h Index for hours.
o Index for generation expansion options.
(i, j) Indices for Benders’ iterations.
Sets:
Ξ Set of optimization variables.
L Set of loads.
G Set of all candidate and existing conventional generation units (GE ∪
GC).

GC Set of candidate conventional generation units.
GE Set of existing conventional generation units.
K Set of all candidate and existing wind farms (KE ∪ KC).
KC Set of candidate wind farms.
KE Set of existing wind farms.
Ωn Set of nodes adjacent to node n.
Note that sets G, K and L include subscript n if referring to the set of
generation units, wind farms and loads, respectively, located at node n.
First-stage continuous variables:
xg Capacity of candidate conventional unit g [MW].
xk Capacity of candidate wind farm k [MW].
xg Minimum power output of candidate conventional unit g [MW].

cSU
g,d,h Start-up cost of conventional unit g in hour h of day d [e].

cSD
g,d,h Shut-down cost of conventional unit g in hour h of day d [e].

pDA
g,d,h Power scheduled for conventional unit g in hour h of day d [MW].

wDA
k,d,h Power scheduled for wind farm k in hour h of day d [MW].

θDA
n,d,h Voltage angle at node n in hour h of day d at the scheduling stage

[rad].
Φg,d,h An auxiliary continuous variable equal to a bilinear product of xg

and ug,d,h [MW].
Φg,d,h An auxiliary continuous variable equal to a bilinear product of xg

and ug,d,h [MW].
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Second-stage continuous variables:
pSH
l,d,h,s Involuntarily active load shedding of load l in day d, hour h under

scenario s [MW].
rg,d,h,s Power adjustment of conventional unit g in day d, hour h under

scenario s [MW].
wSP
k,d,h,s Wind power spillage of farm k in day d, hour h under scenario s

[MW].
θRT
n,d,h,s Voltage angle at node n in day d, hour h under scenario s [rad].

α
(i)
s Benders’ proxy variable under scenario s [e]

First-stage binary variables:
ug,d,h 0/1 variable that is equal to 1 if conventional unit g is scheduled to

be committed in day d and in hour h.
uopt
g,o 0/1 variable that is equal to 1 if candidate conventional unit g selects

generation expansion option o.
Parameters:
RPS A non-negative factor indicating renewable portfolio standard as tar-

get percentage of renewables in future generation mix.
SEC A non-negative factor indicating supply security with respect to sys-

tem load.
L Maximum load.
ρs Probability of scenario s. Note that

∑
s ρs = 1.

σd Weight of representative day d within the target year. Note that
∑
d σd =

365.
λSU
g Start-up cost of conventional unit g [e].

λSD
g Shut-down cost of conventional unit g [e].
Ig Annualized investment cost of candidate conventional unit g [e/MW-

year].
Ik Annualized investment cost of candidate wind farm k [e/MW-year].

X
opt

g,o Capacity of expansion option o for candidate conventional unit g
[MW].

Xk Capacity of existing wind farm k [MW].
Xopt
g,o Minimum power output of candidate conventional unit g under ex-

pansion option o [MW].
Cg Marginal cost of conventional unit g [e/MWh].
Ll,d,h Power consumption of load l in day d and hour h [MW].
P g Capacity of existing conventional unit g [MW].
P g Minimum power output of existing conventional unit g [MW].

P ini
g,d Initial active power output of conventional unit g in day d [MW].

R+
g Ramp-up limit of existing conventional unit g [MW/h].

R−g Ramp-down limit of existing conventional unit g [MW/h].
Ropt+
g Ramp-up limit of candidate conventional unit g [MW/h].

Ropt−
g Ramp-down limit of candidate conventional unit g [MW/h].

Rini
g,d Initial adjustment power of conventional unit g in day d [MW].

Fn,m Capacity of transmission line (n,m) [MW].
U ini
g,d Initial commitment status of conventional unit g in day d [0/1].
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V SH
l Value of lost load for load l [e/MWh].
Wk,d,h,s Wind power realization (in per unit) of farm k in day d, hour h

under scenario s.
W

DA

k,d,h Maximum wind power factor (in per unit) of farm k in day d
and hour h that can be scheduled at the scheduling stage. It is as-

sumed to be equal to the expected power production, i.e., W
DA

k,d,h =∑
s ρsWk,d,h,s, ∀k, ∀d,∀h.

X line
n,m Reactance of transmission line (n,m) [Ω].

M A large enough positive value, e.g., maximum capacity of expansion
options.

The proposed two-stage stochastic GEP model with UC constraints is formu-
lated as (1)-(4). The objective function (1) minimizes the expected system
cost, and is subject to the generation expansion constraints (2), the first-stage
constraints (3) and the second-stage constraints (4). The optimization vari-
ables of the GEP (1)-(4) are the elements of the set ΞGEP={uopt

g,o , xg, xg, xk,

cSU
g,d,h, cSD

g,d,h, ug,d,h, pDA
g,d,h, wDA

k,d,h, θDA
n,d,h, rg,d,h,s, w

SP
k,d,h,s, p

SH
l,d,h,s, θ

RT
n,d,h,s}. The

objective function is given by (1) below:

Minimize
ΞGEP

∑
g∈GC

Ig xg +
∑
k∈KC

Ik xk

+
∑
d

σd

[ ∑
(g∈G),h

(
cSU
g,d,h + cSD

g,d,h+Cg p
DA
g,d,h

)

+
∑
s

ρs

 ∑
(g∈G),h

Cg rg,d,h,s +
∑

(l∈L),h

V SH
l pSH

l,d,h,s

]. (1)

The objective function (1) contains the generation expansion cost of candi-
date units (first line), the system cost in day-ahead stage (second line), and
the expected imbalance cost in real-time operations (third line). The first term
represents the investment cost of newly built candidate conventional genera-
tion units, while the second term refers to those costs for candidate wind
farms. The next three terms correspond to the start-up and shut-down cost
of the conventional generation units and their production cost dispatched in
the day-ahead stage. The last two terms represent the expected regulating
power cost, i.e., the adjustment in power production, and load shedding cost
for the real-time operation. The generation expansion constraints are given by
(2) below:

xg =
∑
o

uopt
g,o X

opt

g,o , ∀g ∈ GC (2a)

xg =
∑
o

uopt
g,o X

opt
g,o , ∀g ∈ GC (2b)
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o

uopt
g,o = 1, ∀g ∈ GC (2c)

xk ≥ 0, ∀k ∈ KC (2d)

∑
k∈KC

xk +
∑
k∈KE

Xk +
∑
g∈GC

xg +
∑
g∈GE

Pg ≥ SEC L, (2e)

∑
k∈KC

xk +
∑
k∈KE

Xk ≥ RPS

∑
g∈GC

xg +
∑
g∈GE

Pg +
∑
k∈KC

xk +
∑
k∈KE

Xk

 .

(2f)

Constraints (2a) and (2b) set the capacity and the minimum power out-
put of each candidate conventional generation unit to the pre-specified values
in the selected expansion option. Equations (2c) ensure that only one option
is selected for each candidate conventional unit. Note that different gener-
ation expansion options are considered as inputs, available for a candidate
conventional unit g ∈ GC to be located at a given candidate bus n, including

respective annualized investment cost Ig, production cost Cg, capacity X
opt

g,o ,

minimum output Xopt
g,o , and ramp rate limits Ropt+

g,o and Ropt−
g,o . Notably, the

option of no investment needs to be considered with X
opt

g,o = 0 MW, Xopt
g,o = 0

MW, Ropt+
g,o = 0 MW/h, and Ropt−

g,o = 0 MW/h. According to (2d), the invest-
ment in additional wind capacity is non-negative and continuous. The long-
term capacity balance constraint in (2e) requires the total generation capacity
to be equal or greater than a factor of the maximum system load. Constraint
(2f) ensures a generation mix according to the given renewable portfolio stan-
dard policy, adjusted by the non-negative factor RPS. This renewable target
constraint imposes a minimum amount of installed power capacity from re-
newable generation units, defined as a fraction of the system’s total capacity.
The other potential implementations of RPS-based policy, e.g., in terms of
energy rather than capacity, is possible and straightforward. The first-stage
constraints are given by (3) below:∑

g∈Gn

pDA
g,d,h +

∑
k∈Kn

wDA
k,d,h −

∑
l∈Ln

Ll,d,h =
∑
m∈Ωn

1

X line
n,m

(
θDA
n,d,h − θDA

m,d,h

)
,

∀n, ∀d, ∀h (3a)

xg ug,d,h ≤ pDA
g,d,h ≤ xg ug,d,h, ∀g ∈ GC,∀d,∀h (3b)

P g ug,d,h ≤ pDA
g,d,h ≤ P g ug,d,h, ∀g ∈ GE,∀d, ∀h (3c)

0 ≤ wDA
k,d,h ≤W

DA

k,d,h Xk, ∀k ∈ KE,∀d,∀h (3d)
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0 ≤ wDA
k,d,h ≤W

DA

k,d,h xk, ∀k ∈ KC,∀d, ∀h (3e)

R−g ≤
(
pDA
g,d,(h=1) − P

ini
g,d

)
≤ R+

g , ∀g ∈ GE,∀d (3f)

R−g ≤
(
pDA
g,d,h − pDA

g,d,(h−1)

)
≤ R+

g , ∀g ∈ GE,∀d,∀h > 1 (3g)

∑
o

uopt
g,o R

opt−
g ≤

(
pDA
g,d,(h=1) − P

ini
g,d

)
≤
∑
o

uopt
g,o R

opt+
g , ∀g ∈ GC,∀d (3h)

∑
o

uopt
g,o R

opt−
g ≤

(
pDA
g,d,h − pDA

g,d,(h−1)

)
≤
∑
o

uopt
g,o R

opt+
g ,

∀g ∈ GC,∀d, ∀h > 1 (3i)

− π ≤ θDA
n,d,h ≤ π, ∀n, ∀d,∀h (3j)

θDA
(n=1),d,h = 0, ∀d,∀h (3k)

1

X line
n,m

(
θDA
n,d,h − θDA

m,d,h

)
≤ Fn,m, ∀n,∀m ∈ Ωn,∀d,∀h (3l)

cSU
g,d,(h=1) ≥ λ

SU
g

(
ug,d,(h=1) − U ini

g,d

)
, ∀g ∈ G,∀d (3m)

cSU
g,d,h ≥ λSU

g

(
ug,d,h − ug,d,(h−1)

)
, ∀g ∈ G,∀d,∀h > 1 (3n)

cSU
g,d,h ≥ 0, ∀g ∈ G,∀d, ∀h (3o)

cSD
g,d,(h=1) ≥ λ

SD
g

(
U ini
g,d − ug,d,(h=1)

)
, ∀g ∈ G,∀d (3p)

cSD
g,d,h ≥ λSD

g

(
ug,d,(h−1) − ug,d,h

)
, ∀g ∈ G,∀d,∀h > 1 (3q)

cSD
g,d,h ≥ 0, ∀g ∈ G,∀d, ∀h. (3r)

Constraints (3a) represent the power balance in the day-ahead stage at each
node, for each representative day, at every hour. Constraints (3b)-(3e) enforce
lower and upper bounds for power production of existing and candidate con-
ventional units, as well as existing and candidate wind farms, respectively, for
each day and every hour. Constraints (3f) and (3g) limit the ramp rates for
existing units, i.e., the change in hourly power production may not exceed the
maximum ramp-up and ramp-down rate of each conventional unit, at every
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day and every hour. Similarly, constraints (3h) and (3i) ensure the ramping
limits for candidate units. In particular, constraints (3f) and (3h) enforce the
ramping limit in the first hour of each representative day. Constraints (3j)
restrict nodal voltage angles in the scheduling stage, while constraints (3k)
set node n = 1 as the reference node. Constraints (3l) enforce the capacity
limit of each transmission line. Constraints (3m)-(3o) and (3p)-(3r) calcu-
late the start-up and shut-down cost of the conventional units, respectively.
The explicit modeling of operational reserve requirements to cope with uncer-
tainty from renewable energy generation is not necessary in this setup, since
the stochastic UC model optimizes day-ahead decisions with respect to all
plausible scenarios in real time [29], [43]. The second-stage constraints of the
proposed GEP model are given by (4) below:∑
g∈Gn

(pDA
g,d,h + rg,d,h,s) +

∑
k∈Kn

(
Wk,d,h,s − wSP

k,d,h,s

)
−
∑
l∈Ln

(Ll,d,h − pSH
l,d,h,s) =

∑
m∈Ωn

1

X line
n,m

(
θRT
n,d,h,s − θRT

m,d,h,s

)
, ∀n, ∀d, ∀h,∀s (4a)

0 ≤ pSH
l,d,h,s ≤ Ll,d,h, ∀l,∀d,∀h,∀s (4b)

0 ≤ wSP
k,d,h,s ≤Wk,d,h,s Xk, ∀k ∈ KE,∀d,∀h,∀s (4c)

0 ≤ wSP
k,d,h,s ≤Wk,d,h,s xk, ∀k ∈ KC,∀d, ∀h,∀s (4d)

xg ug,d,h ≤
(
rg,d,h,s + pDA

g,d,h

)
≤ xg ug,d,h, ∀g ∈ GC,∀d,∀h,∀s (4e)

P g ug,d,h ≤
(
rg,d,h,s + pDA

g,d,h

)
≤ P g ug,d,h, ∀g ∈ GE,∀d,∀h,∀s (4f)

R−g ≤
[(
pDA
g,d,(h=1) + rg,d,(h=1),s

)
−
(
P ini
g,d +Rini

g,d

)]
≤ R+

g ,

∀g ∈ GE,∀d,∀s (4g)

R−g ≤
[(
pDA
g,d,h + rg,d,h,s

)
−
(
pDA
g,d,(h−1) + rg,d,(h−1),s

)]
≤ R+

g ,

∀g ∈ GE,∀d,∀h > 1,∀s (4h)

∑
o

uopt
g,o R

opt−
g ≤

[(
pDA
g,d,(h=1) + rg,d,(h=1),s

)
−
(
P ini
g,d +Rini

g,d

)]
≤
∑
o

uopt
g,o R

opt+
g ,

∀g ∈ GC,∀d,∀s (4i)

∑
o

uopt
g,o R

opt−
g ≤

[(
pDA
g,d,h + rg,d,h,s

)
−
(
pDA
g,d,(h−1) + rg,d,(h−1),s

)]
≤
∑
o

uopt
g,o R

opt+
g ,
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∀g ∈ GC,∀d,∀h > 1,∀s (4j)

− π ≤ θRT
n,d,h,s ≤ π, ∀n, ∀d,∀h,∀s (4k)

θRT
(n=1),d,h,s = 0, ∀d,∀h,∀s (4l)

1

X line
n,m

(
θRT
n,d,h,s − θRT

m,d,h,s

)
≤ Fn,m, ∀n, ∀m ∈ Ωn,∀d, ∀h,∀s. (4m)

Constraints (4a) enforce the power balance in real-time operation at each node
and for each representative day at every hour under each scenario, resolving
the deviations of actual wind production with regulating power provision by
conventional units, and/or wind power curtailment, and/or load shedding. The
uncertain parameter Wk,d,h,s in (4a) characterizes the wind power uncertainty.
Constraints (4b)-(4d) restrict the amount of curtailed load as well as curtailed
wind power by existing and candidate farms, respectively. The wind power
spillage is a balancing action, which occurs only if there is no generation unit
whose production level can be reduced. One can enforce a higher use of wind
power by adding wind spillage cost (it is zero in the current setup) or adding a
constraint for renewable portfolio standard in terms of energy and not power.
However, both may increase the system cost. For each existing and candidate
conventional unit, respectively, constraints (4e) and (4f) enforce lower and up-
per bounds for its actual power production, i.e., tentative production schedule
at the first stage plus its regulating power provided in the real-time stage.
Constraints (4g)-(4j) enforce ramping limits for actual production of existing
and candidate conventional units. Constraints (4k) enforce the lower and up-
per bounds of the real-time nodal voltage angles, while (4l) sets node n = 1
as the reference bus. Constraints (4m) limit the capacity of each transmission
line in real-time under all scenarios. Note that equations (4a) and (4e)-(4j)
link the first and second stages. Note also that the current form of GEP model
is mixed-integer and non-linear. The sources of non-linearity are constraints
(3b) and (4e) as they include the product of binary and continuous variables,
i.e., xg ug,d,h and xg ug,d,h. Pursuing linearity, constraints (3b) and (4e) are
linearized in an exact way using two auxiliary continuous variables Φg,d,h and

Φg,d,h as well as a large positive constant M , e.g., maximum capacity of ex-
pansion options. For this linearization, the following constraints are included
in the GEP problem:

− ug,d,h M ≤ Φg,d,h ≤ ug,d,h M, ∀g ∈ GC,∀d,∀h (5a)

− (1− ug,d,h) M ≤ (Φg,d,h − xg) ≤ (1− ug,d,h) M, ∀g ∈ GC,∀d,∀h (5b)

− ug,d,h M ≤ Φg,d,h ≤ ug,d,h M, ∀g ∈ GC,∀d,∀h (5c)

− (1− ug,d,h) M ≤ (Φg,d,h − xg) ≤ (1− ug,d,h) M, ∀g ∈ GC,∀d,∀h. (5d)

The functioning of constraints (5) are as follows: if the optimal value of
binary variable ug,d,h is zero, then (5c) enforces Φg,d,h = 0, while (5d) is
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inactive. Otherwise, if the optimal value of binary variable ug,d,h = 1, then
(5c) is inactive, while (5d) enforces Φg,d,h = xg. Similarly, constraints (5a)
and (5b) set the optimal values for Φg,d,h and xg. Therefore, the non-linear
equations (3b) and (4e) in the GEP problem can now be substituted by the
following two linear equations:

Φg,d,h ≤ pDA
g,d,h ≤ Φg,d,h, ∀g ∈ GC,∀d,∀h (5e)

Φg,d,h ≤
(
rg,d,h,s + pDA

g,d,h

)
≤ Φg,d,h, ∀g ∈ GC,∀d,∀h,∀s. (5f)

4 Scalability strategy: Multi-cut Benders’ decomposition

The proposed mixed-integer linear GEP model (1)-(5) potentially becomes
computationally intractable if many representative days and scenarios are
considered. For scalability purposes, this section develops a solution strat-
egy based on a multi-cut Benders’ decomposition algorithm [5], [6] to solve
problem (1)-(5). Decomposition means the splitting up of a mathematical pro-
gramming problem into a set of separate smaller problems that are each easier
to solve compared to the original problem and then reintegrate them in an iter-
ative manner to get an overall solution [10]. Benders’ decomposition procedure
has been extensively applied to stochastic two-stage programming problems,
known also as the L-shaped method [10], [55], [65].

4.1 Decomposition by scenario and representative day

Fixing the first-stage (i.e., expansion and day-ahead UC) variables to given val-
ues in the original problem (1)-(5) decomposes the proposed problem into a
set of continuous linear subproblems, one per representative day and scenario,
each representing the real-time operation in the second stage. These fixing
variables are referred to as complicating variables [10] and include xk, pDA

g,d,h,

ug,d,h, Φg,d,h, Φg,d,h, and rampg. Note that dummy variable rampg is defined

here as
∑
o u

opt
g,o R

opt+
g,o ∀g ∈ GC . We then formulate a MILP, the so-called mas-

ter problem, to update the value of complicating variables in each iteration. A
requirement for Benders’ decomposition algorithm to work is convexity of the
original problem with respect to complicating variables [10]. Since the original
problem (1)-(5) does not necessarily have a convex solution space, Benders’
decomposition is not generally applicable to this problem. The use of Benders’
decomposition with either uni- or multi-cut algorithm becomes a heuristic.
However, with an increasing number of scenarios, the objective function of the
original problem as the expected value over all scenarios asymptotically con-
vexifies [34], and thereby Benders’ convergence might be obtained. Increasing
the number of scenarios smoothens the objective function. The reason for this
is that with increasing number of scenarios, the probability of each scenario
lowers, and thus, the weight for the scenario in the objective function reduces,
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provided that the data for added scenarios is not too volatile. Briefly, the pro-
posed problem is sufficiently convexified by considering a large enough number
of scenarios. The numerical analyses in Section 5.4 verify the well-functioning
of the proposed Benders’ algorithm.

4.2 Subproblems

For given values for complicating variables, i.e., x
fixed(i)
k , p

DA, fixed(i)
g,d,h , u

fixed(i)
g,d,h ,

Φ
,fixed(i)
g,d,h , Φ

,fixed(i)

g,d,h , and ramp
fixed(i)
g , the continuous linear subproblem asso-

ciated with representative day d and scenario s is formulated as (6) below.
The optimization variables, all pertaining to Benders’ iteration i, for each

subproblem (6) are the elements of the set Ξ
SP(i)
d,s ={z(i)

d,s, x
(i)
k , p

DA(i)
g,d,h , u

(i)
g,d,h,

Φ
(i)
g,d,h, Φ

(i)

g,d,h, ramp
(i)
g r

(i)
g,d,h,s, w

SP(i)
k,d,h,s, p

SH(i)
l,d,h,s, θ

RT(i)
n,d,h,s}.

{
Minimize
Ξ

SP(i)
d,s

z
(i)
d,s =

∑
g∈G,h

Cg r
(i)
g,d,h,s +

∑
l∈L,h

V SH
l p

SH(i)
l,d,h,s (6a)

subject to:

(4a)− (4d) (6b)

(4f)− (4h) (6c)

rampg ≤
[(
pDA
g,d,(h=1) + rg,d,(h=1),s

)
−
(
P ini
g,d +Rini

g,d

)]
≤ rampg,

∀g ∈ GC (6d)

rampg ≤
[(
pDA
g,d,h + rg,d,h,s

)
−
(
pDA
g,d,(h−1) + rg,d,(h−1),s

)]
≤ rampg,

∀g ∈ GC,∀h > 1 (6e)

(4k)− (4m) (6f)

(5f) (6g)

x
(i)
k = x

fixed(i)
k : λx

(i)

k,d,s, ∀k ∈ KC (6h)

p
DA(i)
g,d,h = p

DA,fixed(i)
g,d,h : λp

DA(i)

g,d,h,s, ∀g,∀h (6i)

u
(i)
g,d,h = u

fixed(i)
g,d,h : λ

u(i)
g,d,h,s, ∀g,∀h (6j)
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Φ
(i)
g,d,h = Φ

fixed(i)
g,d,h : λ

Φ(i)

g,d,h,s, ∀g ∈ GC ,∀h (6k)

Φ
(i)

g,d,h = Φ
fixed(i)

g,d,h : λΦ
(i)

g,d,h,s, ∀g ∈ GC ,∀h (6l)

ramp(i)
g = rampfixed(i)

g : λramp
(i)

g,d,s , ∀g ∈ GC (6m)}
∀d,∀s.
Objective function (6a) minimizes the imbalance cost of the system in rep-

resentative day d incurred in the real-time operation under scenario s. Con-
straint (6b)-(6g) includes all second-stage constraints, while (6h)-(6m) fix the
complicating variables to predefined values. The dual variables of fixing con-

straints (6h)-(6m), i.e., λx
(i)

k,d,s, λ
pDA(i)

g,d,h,s, λ
u(i)
g,d,h,s, λ

Φ(i)

g,d,h,s, λ
Φ

(i)

g,d,h,s, λ
ramp(i)

g,d,s , pro-
vide sensitivities required for building Benders’ optimality cuts in the master
problem, which will be explained later in (8b). For given values for complicat-
ing variables, the solution of the subproblem above provides optimal values
for the non-complicating (i.e., second-stage) variables and the dual variable
vector associated with fixing those constraints. It is worth mentioning that in

the subproblems, u
(i)
g,d,h is treated as a continuous variable, although its value

is fixed to a binary parameter (0 or 1). Therefore, each subproblem is contin-
uous and linear. The solution of all subproblems, one per representative day
and scenario, allows computing an upper bound for the Benders’ algorithm at
iteration i as follows:

z(i)
up =

∑
g∈GC

Ig x
fixed(i)
g +

∑
k∈KC

Ik x
fixed(i)
k

+
∑
g,d,h

σd

(
c
SU,fixed(i)
g,d,h + c

SD,fixed(i)
g,d,h +Cg p

DA,fixed(i)
g,d,h

)
+ z(i). (7)

The values of c
SU,fixed(i)
g,d,h and c

SD,fixed(i)
g,d,h are calculated using fixed values for

u
fixed(i)
g,d,h , while z(i) is calculated as

∑
d,s ρs σd z

(i)
d,s.

4.3 Master problem

The master problem is formulated as mixed-integer linear problem (8) below.
All variables refer to Benders’ iteration i.

Minimize
ΞMP(i)

z
(i)
down =

∑
g∈GC

Ig x
(i)
g +

∑
k∈KC

Ik x
(i)
k

+
∑
g,d,h

σd

(
c
SU(i)
g,d,h + c

SD(i)
g,d,h+Cg p

DA(i)
g,d,h

)
+
∑
s

ρs α
(i)
s (8a)

subject to:



Title Suppressed Due to Excessive Length 21∑
d

σd z
(j)
d,s +

∑
k∈KC ,d

σd λ
x(j)

k,d,s

(
x

(i)
k − x

(j)
k

)
+
∑
g,d,h

σd λ
pDA(j)

g,d,h,s

(
p

DA(i)
g,d,h − p

DA(j)
g,d,h

)
+
∑
g,d,h

σd λ
u(j)

g,d,h,s

(
u

(i)
g,d,h − u

(j)
g,d,h

)
+

∑
g∈GC ,d,h

σd λ
Φ(j)

g,d,h,s

(
Φ

(i)
g,d,h − Φ

(j)
g,d,h

)
+

∑
g∈GC ,d,h

σd λ
Φ

(j)

g,d,h,s

(
Φ

(i)

g,d,h − Φ
(j)

g,d,h

)
+

∑
g∈GC ,d

σd λ
ramp(j)

g,d,s

(
ramp(i)

g − ramp(j)
g

)
≤ α(i)

s ,

∀s,∀j = 1, ..., i− 1 (8b)

α(i)
s ≥ αdown, ∀s (8c)

(2a)− (2f) (8d)

(3a), (3c)− (3r) (8e)

(5a)− (5e) (8f)

u
(i)
g,d,h ∈ {0, 1} (8g)

P g u
(i)
g,d,h ≤ p

DA(i)
g,d,h +

[
min
s
r

(i-1)
g,d,h,s

]
u

(i)
g,d,h, ∀g ∈ G

E ,∀d,∀h (8h)

p
DA(i)
g,d,h +

[
max
s
r

(i-1)
g,d,h,s

]
u

(i)
g,d,h ≤ P g u

(i)
g,d,h, ∀g ∈ G

E ,∀d,∀h (8i)

Φ
(i)
g,d,h ≤ p

DA(i)
g,d,h +

[
min
s
r

(i-1)
g,d,h,s

]
u

(i)
g,d,h, ∀g ∈ G

C ,∀d,∀h (8j)

p
DA(i)
g,d,h +

[
max
s
r

(i-1)
g,d,h,s

]
u

(i)
g,d,h ≤ Φ

(i)

g,d,h, ∀g ∈ GC ,∀d,∀h (8k)

The objective function (8a) corresponds to (1), where the auxiliary variable

α
(i)
s represents the real-time operation cost under scenario s. The optimization

variables of master problem (8) are the elements of the set ΞMP(i)={z(i)
down,

x
(i)
k , x

(i)
g , x

(i)
g , u

opt(i)
g , Φ

(i)
g,d,h, Φ

(i)

g,d,h, θ
DA(i)
n,d,h , c

SU(i)
g,d,h , c

SD(i)
g,d,h , p

DA(i)
g,d,h , w

DA(i)
k,d,h , u

(i)
g,d,h,
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ramp
(i)
g , α

(i)
s }. The optimal objective function value of the master problem

provides a lower bound for the optimal objective function value of the origi-
nal problem, because problem (8) is a relaxation of the original problem. The
solution of this master problem provides the updated values for the complicat-
ing variables that are fixed within the subproblems. Constraints (8b), one per
scenario, are Benders’ optimality cuts. These constraints tighten the feasible
space of the master problem over iterations using the values obtained for dual
variable vector λ in the subproblems. In a regular unicut Benders’ decompo-
sition implementation, a single cut is generated considering all scenarios [5];
however, a multi-cut version of Benders’ decomposition generates one cut per
scenario [6]. The multi-cut Benders’ decomposition generally converges faster
than the regular one, but at the cost of increased dimension for the master
problem especially in problems with a high number of scenarios [33], [63]. Note
that the optimality cuts (8b) are sufficient, i.e., Benders’ feasibility cuts are not
required in this implementation since the subproblems (6) are always feasible
for any given values of the complicating variables due to the possibility of load
shedding and wind power spillage. In general, the multi-cut algorithm tends to
require fewer iterations than the unicut algorithm. However, the trade-offs in
terms of computational time are problem-dependent [57], [62], [64]. An alter-
native approach to the multi-cut version is an adaptive strategy, i.e., starting
with the multi-cut version of Benders’ algorithm and then switching to the
single-cut version after a few iterations [53], [55], [65], which is outside the
scope of this work.

Constraints (8c) impose a lower bound on αs to avoid the master problem
to be unbounded in the first iteration. Constraint (8d) includes the generation
expansion constraints in the original GEP model, while (8e) consists of the
first-stage constraints. In addition, (8f) contains the linearization constraints.
Constraints (8h)-(8k) replace the first-stage constraints (3b) and (3c) in or-
der to accelerate the convergence of Benders’ decomposition by improving the
information flow between subproblems and master problem, as originally pro-

posed in [34]. Note that [mins r
(i-1)
g,d,h,s] and [maxs r

(i-1)
g,d,h,s] are both parameters

obtained from the solution of the subproblems in the previous iteration, and il-
lustrate the minimum and maximum regulating power provided by generation
unit g over scenarios s in hour h of representative day d. In this way, in addition
to Benders’ cuts (8b), constraints (8h)-(8k) provide extra link between master
problem and subproblems without drastically increasing the computational
effort.

4.4 Benders’ algorithm

The proposed Benders’ algorithm works as follows: within a stochastic mini-
mization problem, upper bounds are obtained by fixing the first-stage variables
and optimizing the second-stage decisions (subproblems) for each representa-
tive day and scenario. Lower bounds are obtained by solving a master problem
in the space of the first-stage variables, which incorporates lower bounds on
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Fig. 2 Flowchart of Benders’ Algorithm.

the expected second-stage costs. Convergence of the algorithm is achieved by
improving the lower bound with the master problem which adds successively
dual information of the second-stage costs obtained from the upper-bounding
subproblems, which in turn potentially leads to first-stage decisions that im-
prove the upper bound. Lower bounds on the second-stage costs are added
to the master problem in the form of optimality cuts determined by the dual
multipliers of the subproblems, see Figure 2. In turn, these subproblems then
provide new information to formulate a more accurate master problem that
provides new values of complicating variables. The procedure continues un-
til upper and lower bounds for the optimal value of the objective function
converge [10]. The steps for Benders’ algorithm are as follows:

1. Input: a small tolerance ε to control convergence, and initial guesses of

the complicating variables, x
(0)
k , Φ

(0)
g,d,h, Φ

(0)

g,d,h, p
DA(0)
g,d,h , u

(0)
g,d,h, and ramp

(0)
g .

2. Initialization: Set i = 1, z
(i)
down = −∞, xfixed

k = x
(0)
k , Φfixed

g,d,h = Φ
(0)
g,d,h,

Φ
fixed

g,d,h = Φ
(0)

g,d,h, pDA,fixed
g,d,h = p

DA(0)
g,d,h , ufixed

g,d,h = u
(0)
g,d,h and rampfixed

g = ramp
(0)
g .

3. Initial representative day: Consider representative day d = 1.
4. Initial scenario: Consider scenario s = 1.
5. Subproblem solution: Solve (6) for representative day d and scenario s

and calculate z
(i)
d,s.

6. Next scenario: Consider the next scenario, and repeat step 5. If all sce-
narios have been considered, go to the next step.

7. Next representative day: Consider the next representative day, and
repeat steps 4 to 6. If all representative days have been considered, go to
the next step.
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Fig. 3 Topology of the six-node power system.

8. Convergency check: If |z(i)
up − z(i)

down| ≤ ε, the optimal solution with a
level of accuracy ε has been obtained. Otherwise, calculate z(i) and the
sensitivities to build the next Benders’ cuts. Then, set i←− i+ 1.

9. Master problem solution: Solve (8), calculate z
(i)
down and update the

values of complicating variables. Then, continue in step 3.

5 Numerical study

This section presents numerical results for two case studies. The first illustra-
tive example is based on a six-node power system, whose typology is shown
in Figure 3. This case study is in fact a modified version of the system used
in [24]. Next, a larger case study is presented based on an updated version of
the IEEE 24-node reliability test system [37].

5.1 Six-node test system: Input data

We use the conventional generation data from [23] and [24], as well as the load
forecast of a regional transmission operator in the PJM market in 2016 [3] and
the wind realization data of the Belgian transmission system operator, ELIA
[1]. The technical input data for existing and candidate conventional gener-
ation units are given in Table 2. Note that conventional generation units g1
to g8 are existing units, while g9 and g10 are the two candidate conventional
units to be built, each with five expansion options. In addition to conven-
tional units, an existing wind farm k1 with an installed capacity of 500 MW is
located at node n3, while k2 is a candidate wind farm at node n1. The annu-
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Generator i
λSU
i λSD

i Ci Pmax
i Pmin

i R
+
i

R
−
i

P ini
i Rini

i Uini
i

[e] [e] [e/MWh] [MW] [MW] [MW/h] [MW/h] [MWh] [MWh] [0/1]

Existing unit

g1 175 44 11 350 90 90 90 90 45 1
g2 132 33 17 100 10 20 20 0 0 0
g3 175 44 11 76 20 20 20 76 10 1
g4 107 27 23 200 0 20 20 0 0 0
g5 132 33 17 350 30 70 70 0 0 0
g6 223 55 19 197 50 70 70 150 0 1
g7 283 70 19 155 25 33 33 155 0 1
g8 215 50 14 100 50 65 65 100 50 1

Candidate unit

g9

Option 1 300 75 13 0 0 0 0 0 0 0
Option 2 300 75 13 250 150 50 50 0 0 0
Option 3 300 75 13 500 400 100 100 0 0 0
Option 4 300 75 13 750 600 150 150 0 0 0
Option 5 300 75 13 1000 800 200 200 0 0 0

g10

Option 1 100 25 25 0 0 0 0 0 0 0
Option 2 100 25 25 200 50 100 100 0 0 0
Option 3 100 25 25 500 150 250 250 0 0 0
Option 4 100 25 25 800 200 400 400 0 0 0
Option 5 100 25 25 1000 300 500 500 0 0 0

Table 2 Data for existing and candidate conventional generation units.

0

100

200

300

400

500

L
o
a
d
 [
M

W
]

Load 1

Load 2

Load 3

Load 4

Fig. 4 Daily load profile of demands in a sample representative day.

alized investment cost for additional wind capacity is e100,000/MW, while it
is e75,000/MW and e20,000/MW for the candidate generation units g9 and
g10, respectively. The capacity of transmission lines n3 to n6 and n2 to n4 is
500 MW, while it is 450 MW for the rest of lines. The reactance of all lines is
0.001 Ohm. The renewable portfolio standard factor is set to 0.3, enforcing the
share of renewable capacity to be at least 30% of the total generation portfolio
including all existing and candidate conventional and renewable units. The
supply security factor is set to 120% of maximum load.

We consider ten representative days for modeling the target year, whose
weights are equal, i.e., 36.5. This case study includes four demands, and their
load profiles over one sample representative day are illustrated in Figure 4. The
value of lost load of each demand is identical, i.e., e300/MWh. In addition,
we consider 100 equiprobable wind scenarios. Note that each wind scenario
includes wind power realization of each farm (either existing or candidate)
over all hours and representative days. In other words, each scenario includes
10 daily wind power profiles (one per representative day) for each farm, as
depicted in Figure 5 for the existing wind farm for one sample representative
day. The whole input data and the codes used are available in the electronic
companion of the paper [50].
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Fig. 5 Per-unit wind realization factor for existing wind farm k1 in a sample representative
day under each of 100 scenarios considered.
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Fig. 6 Six-node test system: Evolution of multi-cut Benders’ algorithm over iterations. This
case considers 10 representative days and 100 scenarios (i.e., 1000 subproblems).

5.2 Six-node test system: Numerical results

Figure 6 illustrates the evolution of multi-cut Benders’ algorithm over itera-
tions. This algorithm converges in the seventh iteration, in which the difference
between upper and lower curves goes below the predefined tolerance.

The optimal expansion plan for the six-node system with 100 scenarios
incurs expected cost of e206,357,882. According to the optimal GEP results
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obtained, a new wind farm with the capacity of 497.7 MW as well as a 800-
MW conventional unit are installed. This new conventional unit is the one
located at node n6 (i.e., g10) with the minimum production level of 200 MW
and ramp rates of 400 MW/h.

We now evaluate the impact of UC constraints on GEP decisions by adding
or removing each constraint one at a time. Accordingly, eight cases are defined
incorporating different combinations of UC constraints. Starting with the com-
plete original model, different constraints are individually relaxed. These cases,
summarized in Table 3, are:

– Case 1: This case refers to a GEP problem with all UC constraints included,
i.e., start-up and shut-down cost, minimum production and hourly ramp
rate limits of conventional generation units.

– Case 2: This case is similar to Case 1, but the start-up and shut-down cost
of conventional units is excluded.

– Case 3: This case is similar to Case 1, but the minimum production level
of generation units is fixed to zero.

– Case 4: This case is similar to Case 1, but the hourly ramp rate limits of
generation units are excluded.

– Case 5: This case refers to a GEP problem with economic dispatch con-
straints only; none of the UC constraints is included.

– Case 6: This case is similar to Case 5, but the start-up and shut-down cost
of conventional units is included.

– Case 7: This case is similar to Case 5, but the actual non-zero minimum
production level of generation units is included.

– Case 8: This case is similar to Case 5, but the hourly ramp rate limits of
generation units are included.

Case
Start-up and shut-down cost

of units included?
Minimum production level

of units included?
Ramp limits

of units included?
Case 1 Yes Yes Yes
Case 2 No Yes Yes
Case 3 Yes No Yes
Case 4 Yes Yes No
Case 5 No No No
Case 6 Yes No No
Case 7 No Yes No
Case 8 No No Yes

Table 3 Summary of cases.

Figure 7 summarizes the results obtained from Case 1 to 8. The capacity of
newly built conventional and wind units as well as the total expected system
cost, i.e., the optimal value of objective function (1), vary depending on the
relaxation or enforcement of UC constraints. We consider Case 1 as a bench-
mark since it enforces all UC constraints. Among Cases 2 to 4, the relaxation
of ramping constraints (Case 4) causes the largest underestimation of system
cost and new capacity required, while the other relaxations (Cases 2 and 3)
yield a slighter underestimation. In particular, Case 2 excluding the start-up
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Fig. 7 Six-node test system: GEP decisions (newly built units and system cost) obtained
for different cases. Case 1: full UC (benchmark), Case 2: relaxed start-up and shut-down
cost, Case 3: relaxed minimum level of production, Case 4: relaxed ramping limits, Case
5: no UC constraints, Case 6: enforced start-up and shut-down cost only, Case 7: enforced
minimum level of production only, Case 8: enforced ramp rates only.

and shut-down cost of conventional units obtains the same expansion decisions
compared to those in Case 1, but a lower system cost. Furthermore, Figure
7 shows that the incorporation of hourly ramping constraints into the GEP
model (Case 8) significantly reduces the cost error, and in this specific exam-
ple, it even leads to the correct investment decision (i.e., the same expansion
decisions as in Case 1). The other constraints in this specific example seem
to be considerably less effective. For example, incorporating the start-up and
shut-down cost of units (Case 6) or minimum production level of units (Case
7) while ignoring ramping constraints still causes wrong investment decisions
with a comparatively high system cost underestimation. The next four subsec-
tions provide more details on the impact of each UC constraint on expansion
decisions.

5.2.1 Generation expansion planning model without unit commitment
constraints

Neglecting all UC constraints in the GEP decision-making in Case 5 leads
to the underestimation of expected total system cost as well as a lack of in-
vestment in renewable and conventional capacity. A simple GEP model which
ignores operational details underestimates the system need for flexibility and
hence leads to a suboptimal capacity investment decision and generation mix.
The flexibility provided through load shedding and wind curtailment is as-
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sumed to not be necessary and the need for reserve deployment in real-time
operation is underrated.

The costs of neglecting the UC constraints could be quantified by enforcing
the investment decisions resulted from the model with relaxed UC constraints
(Case 5) within the original GEP model (Case 1) considering all UC con-
straints. However, in this instance, the investment decision of Case 5 leads
to infeasibility of the original model. The infeasibility derives from the re-
quirement that demand and production need to be balanced properly in the
day-ahead stage of the model, and load shedding is not allowed before the
real-time operation planning stage. This suggests that in the short-run system
security is endangered and in the long-term system adequacy issues will arise
by omitting UC constraints in GEP decision-making problem.

5.2.2 Impact of start-up and shut-down cost

The start-up cost cSU
g,d,h and shut-down cost cSD

g,d,h are included in the master
problem’s objective function (8a) and also in the upper and lower bounds (7)
and (8a). In Case 2 omitting cSU

g,d,h and cSD
g,d,h causes no error of the investment

decision and only a small error of underestimating the expected total system
cost, partly caused by neglecting the total start-up cost of e317,232 from the
original model in Case 1. Moreover, more shut downs and start ups occur for
generation units g2, g6, g7, and g10 when neglecting start-up and shut-down
cost.

On the other hand, in Case 6 enforcing start-up and shut-down cost as
the only UC constraint, while omitting minimum production and ramp rate
limits, leads to a significant underestimation of the total expected cost as well
as of the necessary investment in new renewable and conventional capacity.
Furthermore, wind spillage does not occur and also the flexibility provided
through load shedding is only sparsely used. The flexibility of generation units
is overestimated when neglecting the hour-to-hour ramp rate limitations and
minimum output requirements. The modelling of start-up and shut-down cost
alone cannot provide enough operational detail to reach the optimal generation
mix providing sufficient flexibility.

5.2.3 Impact of minimum production level of conventional generation units

The minimum output level constraints are relaxed in Case 3 by setting the
lower bounds on production in (3b) and (3c) for the day-ahead scheduling and
in (4e) and (4f) for the real-time operation to zero. This relaxation leads to
the correct investment decisions, but underestimates the total expected cost of
the system. Furthermore, this relaxation leads to a reduced power adjustment
by conventional generation units, wind spillage and load shedding due to the
increased flexibility assumed to be provided by generation units producing
below the minimum output level.

On the other hand, enforcing minimum production limits while neglecting
start-up and shut-down cost and ramp rates (Case 7) leads to an underestima-



30 Anna Schwele et al.

tion of capacity investments, total cost, and the necessity for wind curtailment
under some scenarios.

5.2.4 Impact of ramp rate limits

In Case 4 omitting equations (3f)-(3i) and (4g)-(4j) for the ramp rate limita-
tion of existing and candidate generation units in the first and second stages
leads to a large error in GEP decisions of conventional and renewable candi-
dates. Furthermore, this relaxation overestimates the flexibility of conventional
generation units in the real-time stage. Therefore, load shedding in Case 4 is
reduced compared to Case 1, and wind spillage is zero.

On the contrary, Case 8 considering ramp limits while omitting start-up
and shut-down cost and production limits leads to the correct investment
decision and a slight underestimation of the expected system cost.

The results of Cases 4 and 8 imply that the ramp rate limits are the most
important UC constraints in this specific case study to be included in the GEP
problem.

5.3 IEEE 24-node reliability test system: Numerical results

Next, we present numerical results for a larger case study based on an updated
version of the IEEE 24-node reliability test system [37]. We consider five can-
didate conventional generation units to be built at nodes 4, 8, 10, 14, and 20,
each with five expansion options. In addition, we consider two candidate wind
farms at nodes 19 and 24. According to the optimal GEP results obtained
for a case with 100 scenarios and 10 representative days, the total new wind
capacity of 1114 MW (including 870 MW at node 19 and 244 MW at node
24) as well as the total conventional capacity of 925 MW are installed. These
new conventional units have capacities of 100 MW, 150 MW, 200 MW, 225
MW, and 250 MW, with the minimum production levels of 50 MW, 50 MW,
50 MW, 20 MW, and 10 MW, and ramp rates of 75 MW/h, 100 MW/h, 150
MW/h, 150 MW/h, and 150 MW/h, respectively.

Similar to Section 5.2, the same eight cases in Table 3 are used to analyze
the GEP decisions in the 24-node system, whose results are summarized in
Figure 8. Across all cases, the investment decisions at nodes 8, 10, 19, and 20
are unchanged. However, the investment decisions in newly built conventional
and wind units at nodes 4, 14, and 20 depend on the relaxation or enforcement
of UC constraints, leading to varying total expected system cost. Case 1 (as
the benchmark) enforces all UC constraints, which obtains the most accurate
investment decisions and the total expected system cost. The relaxation of
start-up and shut-down cost (Case 2) or minimum production levels (Case 3)
results in identical generation expansion planning decisions to those in Case
1, while underestimating the expected system cost. Relaxing the hourly ramp-
ing constraints (Case 4) causes the underestimation of both system cost and
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Fig. 8 IEEE 24-node RTS: GEP decisions (newly built units and system cost) obtained for
different cases. Case 1: full UC (benchmark), Case 2: relaxed start-up and shut-down cost,
Case 3: relaxed minimum level of production, Case 4: relaxed ramping limits, Case 5: no UC
constraints, Case 6: enforced start-up and shut-down cost only, Case 7: enforced minimum
level of production only, Case 8: enforced ramp rates only.

new conventional and renewable capacity required. Incorporating only ramp-
ing constraints (Case 8) obtains accurate investment decisions, while under-
estimating the system cost. Neglecting all UC constraints (Case 5) or only
considering the start-up and shut-down cost of units (Case 6) or minimum
production levels (Case 7) leads to wrong investment decisions and system
cost underestimation.

The results from both case studies imply that UC constraints may impact
the optimal generation portfolio mix. Moreover, neglecting these constraints
may lead to erroneous investment decisions. Within these case studies, ramp
rate limitations are shown to have the most impact, while start-up and shut-
down cost and minimum production requirements seem to be less influential.
However, one needs to note that these results are system specific. Nonetheless,
the proposed model serves as a tool for evaluating the impact of UC constraints
on capacity expansion decisions in various systems.

5.4 Performance validation of Benders’ decomposition

We verify the well-functioning of Benders’ algorithm through a numerical anal-
ysis. To be able to compare the results of original and decomposed models,
we first reduce the number of scenarios to make the original model compu-
tationally tractable. We consider a case with ten representative days and ten
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scenarios. Our results given in Table 4 show that both direct non-decomposed
and decomposed solution techniques (either using uni- or multi-cut algorithms)
end up to the same investment decisions for the six-node test system. In addi-
tion, the multi-cut Benders’ decomposition algorithm converges faster (10 iter-
ations) with respect to the uni-cut one (29 iterations). This numerical analysis
confirms the well-functioning of the proposed decomposition algorithm. Table
5 verifies the solution performance of the multi-cut Benders’ decomposition
for the IEEE 24-node reliability test system.

Solution method Non-decomposed Decomposed model Decomposed model
model with uni-cut algorithm with multi-cut algorithm

Optimality gap tolerance 1% 1% 1%

Convergence tolerance ε - 0.5% 0.5%

Number of iterations - 29 10

Total expected system cost 205.7 204.9 207.9
[Million e] (-0.3%) (+1%)

Additional wind 497.7 497.7 497.7
capacity [MW]

Additional conventional 800 800 800
capacity [MW]

Minimum production of 200 200 200
additional generator [MW]

Table 4 Six-node test system: Comparison of the results obtained from original and de-
composed models for a case with ten representative days and ten scenarios.

Solution method Non-decomposed Decomposed model Decomposed model
model with uni-cut algorithm with multi-cut algorithm

Optimality gap tolerance 1% 1% 1%

Convergence tolerance ε - 0.5% 0.5%

Number of iterations - 23 5

Total expected system cost 367.4 365.2 370.2
[Million e] (+0.5%) (-0.7%)

Additional wind 237 237 244
capacity [MW] (+3%)

Additional conventional 325 325 325
capacity [MW]

Table 5 IEEE 24-node RTS: Comparison of the results obtained from original and decom-
posed models for a case with ten representative days and ten scenarios.

5.5 Computational performance

We solve the proposed model on an Intel CoreTM i5-5200U with two processors
clocking at 2.70 GHz and 4 GB of RAM using CPLEX 12.6.3.0 under GAMS
24.7.4 solved with an optimality gap tolerance of 1%. The predefined tolerance
for Benders’ convergence is ε = 0.5% of master problem’s objective function
obtained in each iteration. Table 6 gives the CPU time required to solve the
original non-decomposed problem for both six- and 24-node case studies under
different number of representative days and scenarios. As expected, it quickly
becomes computationally intractable by adding more days and scenarios.
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System # Representative # Scenarios # All # Binary # Equations Gap CPU time
days variables variables [%] [s]

Six-node

10 10 105,136 2,410 214,808 0.01 269.2
10 20 196,336 2,410 404,408 0.01 6027.9
15 10 157,696 3,610 322,208 0.01 6267.9
10 50 469,936 2,410 973,208 Intractable
10 100 925,936 2,410 1,921,208 Intractable

24-node 10 100 1,569,398 4,105 5,588,897 Intractable

Table 6 Computational considerations corresponding to the direct non-decomposed solu-
tion method for both six- and 24-node case studies.

The proposed Benders’ algorithm allows decomposing the original model
by representative day and scenario. Therefore, it decomposes this case study
to 1,000 subproblems (100 scenarios and 10 representative days). The scale of
each single subproblem is considerably smaller than the original non-decomposed
GEP problem. However, the size and complexity of the master problem includ-
ing Benders’ cuts increase significantly over iterations. Table 7 illustrates the
computational performance of Benders’ algorithm. The subproblems are of
small size, while the master problem becomes more complex with increasing
number of iterations due to multiple cuts added in each iteration. Note that
a large number of representative days might still be computationally difficult
even for the decomposed model, since the size and complexity of the master
problem increase significantly with the number of days.

System # Repr. # Scen. Subproblem Initial Master problem # Iterations
days average Master problem in last iteration

Six-node 10 100
CPU time [s]

0.1 3.3 103 7
24-node 10 100 0.1 6 86 5

Table 7 Computational considerations of the proposed multi-cut Benders’ decomposition.

6 Conclusions

Many of the most commonly used GEP models have been formulated in a
way that neglects the UC constraints of conventional units. The integration
of variable renewable power has consequences for the effectiveness of existing
GEP models. Where UC characteristics are not accounted for in these expan-
sion models, changes in how units are committed and dispatched cannot be
anticipated, leading to portfolios unsuited for variability.

This paper introduces an efficient method to include UC constraints into
a GEP model, exploring the impacts of these operational details within a
two-stage planning model under wind uncertainty. This paper also seeks to
determine which UC constraint is more effective in the generation planning
problems for systems with high wind power penetration, and provides critical
implications to decision-makers relating to the capacity expansion planning.
The illustrated case studies demonstrates that the incorporation of UC con-
straints affects the expansion decisions for an optimal future capacity mix.
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Within these specific case studies, the ramp rate limit of units has the largest
impact on the GEP decisions, whereas the minimum output level and start-up
and shut-down constraints are less influential. Therefore, the elimination of
ramping limits in our case studies is the most distorting simplification.

Other UC constraints which can be modeled for future analysis are min-
imum up- and down-times, or the start up of fast-start units in real-time.
Moreover, the impact of active power losses, maintenance and fixed costs may
be analyzed further on. In addition, the joint generation and transmission
expansion planning problem may be the topic of future research. A further
extension of the proposed method could be an implementation of multi-stage
investment using relevant decomposition techniques, e.g., stochastic dual dy-
namic programming (SDDP).
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