Demand side management of heat in smart homes: Living-lab experiments

Morten Herget Christensen a,*, Rongling Li b, Pierre Pinson a

a Center for Electric Power and Energy, Department of Electrical Engineering, Technical University of Denmark, 2800, Kgs. Lyngby, Denmark
b Section for Energy and Services, Department of Civil Engineering, Technical University of Denmark, 2800, Kgs. Lyngby, Denmark

Abstract

In smart energy systems the role of the building is transformed from being a passive consumer into an energy flexibility provider. Buildings are expected to have flexible energy demand to provide services to energy grids. In this paper we present an experimental study conducted in a multi-storey residential apartment building. In the experiments supervisory control of individual room temperatures was applied to provide direct demand response for district heating grids. Control signals were applied to the individual floor heating systems in about 90 rooms in order to reduce heating demand in peak load hours. The results show that there is a significant potential for flexible energy consumption in homes based on smart home systems. It was found that when using a simple time based penalty signal, on average, the peak-hour energy consumption was reduced by 85% with little impact on overall energy consumption and indoor temperature.
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1. Introduction

The need for changes in the energy systems is apparent and acute, as the negative impacts of an economy based on the burning of fossil fuels has long been a well established fact [1]. The transition towards cleaner alternatives has gained momentum [2] as investments in renewable energy production are rising at unprecedented rates. In Denmark, the capital city of Copenhagen has committed to carbon neutrality by 2025. A significant share of the energy is used to provide heat to buildings [3] especially in colder climates. On average, residential energy demand accounts for 26% of total final energy demand in EU-28 countries and the share of space heating energy demand is 65% of the energy demand in the residential sector [4]. District heating has been in a transition from the use of coal and natural gas towards renewable energy sources such as biomass [5], while electricity production from clean sources is steadily increasing, mainly from wind turbines and solar photovoltaics (PV). The potential benefits of sector-coupling have led to intense studies of integrated energy systems approaches at all levels including markets [6] and districts [7]. The 4th generation district heating systems [8] highlight the possibilities as cross-sector optimization and planning between electricity and heating systems. Smart energy systems [9] expands on this concept to take a holistic approach including electrfuels, energy efficiency and storage eventually showing a cost effective path to 100% renewable systems [10].

More than 30% of all energy use takes place in buildings [3]. Thus, stricter requirements in building codes as well as technological advances in Information and Communication Technologies (ICT) will lead to increased automation levels in the built environment [11]. The increased automation levels in the smart buildings bring the opportunity of using buildings to provide flexibility in energy consumption as shown in Ref. [12], where the focus is on the control of smart buildings for auxiliary services provision. These advances are complimented by new consumer-centric market models aiming at activating the potential for flexible consumption [13]. The concept of flexible consumption for modern low energy buildings have been examined [14] and expanded for district heating networks [15]. Applications of the built environment and district heating networks as a source of thermal storage is reviewed in Ref. [16], highlighting that the regulatory and economic framework conditions are challenging commercial realizations.

Price based demand response has been shown to be effective [17] in providing services to electrical power systems. Previous
work have shown how advanced control methods such as model predictive control can be applied to optimize the indoor environment [18], or to make rooms [19] or buildings price responsive [20]. However, the majority of the studies are simulation-based. A practical implementation of these methods offer challenges that are not fully captured by simulation based studies [21]. In Ref. [22] the impact of external disturbances on the flexibility potential of low-energy buildings is studied, but the results are based on simulations and assumptions on e.g. user behavior. Real-life applications are still lacking in order to verify the simulation-based results. A study [23] applied demand side management to 28 homes on a district heating grid in the UK in order to increase the load factor of the system, however the systems here are radiator-based systems and single family homes and the results do not readily transfer to e.g. dense urban environments with low-energy multi-storey buildings. To the best of our knowledge, using multi-story residential buildings with control of individual room temperatures to provide direct demand response for district heating grids have not been implemented. In addition, the definition of energy flexibility and thus methods for quantifying flexibility of buildings are not well established [24]. Recent work has attempted to provide coherent definitions of flexibility function and flexibility indicators suitable for use in demand response [25]. These definitions have not been implemented and tested in real life experiments.

A recent review of field studies on power grid integration of residential thermal energy storage concluded that existing field tests did not meet the flexibility challenges of smart grids with high share of renewable generation [16]. In comparison with the control of power grids, the control of district heating grids has lower frequency due to thermal inertia in buildings and large lags in heat transmission and distribution networks, e.g. depending on the size of the network, the effect of the change of supply water temperature made at heat production plant can only be seen a few hours later on the demand side, i.e. in buildings. Therefore, it is feasible to implement heating demand management for district heating grids. Although field tests of activating heating demand flexibility for district heating load management are still limited, promising results are shown in these tests. Liu et al. reported a 30% energy saving by adjusting and metering household heating systems in a large scale pilot [26]. Demand side management (DSM) demonstrations in two Finnish buildings with concrete structures shown a heat load reduction of 20—25% for a duration of 2—3 h [27], however their approach can disturb thermal comfort as it does not respect the differing expectation of comfort in individual rooms. A field trial of demand shifting technology on a DH network was conducted in the UK with reduced peak demand and a slight increase (3%) in heating consumption [23]. To gain insight into the controllability of space heating demand, the management of heating demand for reducing fossil fuel usage and CO2 emission in district heating systems, we conducted field tests in 13 homes equipped with ICT technologies in Copenhagen, Denmark in the heating season of 2018/19. The study seeks to bring more understanding of the potentials of the built environment in the renewable transition. Building on the flexibility indicator of [25] we show how these can be used to evaluate the flexibility potential of a number of newly built apartments in Copenhagen.

The remainder of this paper is organized as follows: In section 2 the building under investigation and its context in the living lab in the Nordhavn district is presented. Section 3 details how the flexibility experiment was designed and the methodology used to quantify the flexibility services and indoor temperature effects. In Section 4 the results of the study is presented.

2. Experiment setup

As a part of the project EnergyLab Nordhavn [28], which is a demonstration and development project on future integrated energy systems, located in Copenhagen, Denmark, we equipped a number of apartments with home automation systems including indoor environment sensors, floor heating actuators and energy meters. The equipment was installed so that the apartments would become living labs. In this section the capabilities of the living labs are presented.

2.1. Building description

The particular building that houses the apartments used in this study is located in the district of Nordhavn shown on Fig. 1. The building is a multi-story residential building with 72 apartments and a total heated area of approximately 7000 m². The apartments range from 47 to 209 m² and have from 2 to 10 heated rooms including living room/kitchen, bedrooms, bathrooms, toilets and depots [29]. The building was constructed in 2017 in accordance with energy class BR2020 of the Danish building code BR15 [30]. The total energy use for heating, ventilation, cooling and domestic hot water for such buildings is limited to 20 kWh per square meter heated floor area per year [30]. The building is highly insulated and very air tight. Mechanical ventilation systems have heat recovery in order to keep heat loss to a minimum. These apartments have heavy concrete load bearing walls with heavy thermal mass.

2.2. Apartment heating system

The apartments are primarily heated by radiant floor heating systems where warm water is circulated in pipes that are cast in a light layer of concrete that sits on top of an insulation layer in the floor. The light concrete layer with the heating pipes sits under wooden floors. The flow-rate of the warm water, and the resulting heat delivered to the apartments, is controlled by local thermostatic controllers that open and close the valves supplying the independent heating loops as can be seen from the principle diagram and typical apartment floor plan in Fig. 3. The details are based on the design of the experiment building as it was constructed in Copenhagen by commercial contractors. In modern apartment buildings in the Danish construction it is customary to include thermostatic control of individual rooms including bathrooms. The opening and closing of valves is based on the current temperature in individual rooms as well as the user-adjustable set-point for that room. The warm water is supplied from individual shunt loops that regulates the temperature supplied to the apartments to a maximum of 35°C. The local control system loop is shown in block diagram form in Fig. 2.

The shunt loops are supplied by a mixing loop located in the heating substation (not shown). The substation is supplied by district heating. The heat delivered to each apartment is individually metered through heat meters that measure the volumetric flow, forward and return temperatures of the water supplied to the shunt loops.

2.3. Related work in Nordhavn living labs

The buildings in Nordhavn has attracted attention for research due to the abundance of data source from the buildings. In Ref. [22] the impact of weather and users for a building in the Nordhavn district is studied based on simulations. The results in that study indicate that the buildings have very high thermal inertia and that the thermal flexibility, which is defined as the time before the room...
temperature drops below 20°C is more than 10 h. Similarly [14] reports that after an 8 h period without heat supply to space heating, the building has less than 1°C reduction in indoor temperature. The high thermal inertia is not symmetric towards increases and decreases in indoor temperature. This is obvious when you consider that these type of buildings have active heating systems but in general no active cooling systems. When cooling the building the process relies mainly on the exchange of energy between the highly insulated building and the surroundings. The implication is that the risk of overheating is higher than the
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(a) Nordhavn District
(b) Sundmolehusene apartments

Fig. 1. (a) An overview of the newly built Nordhavn district (b) Facades of the Sundmolehusene apartments.
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Fig. 2. Local control systems of the Smart homes controlling the indoor temperature.
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Fig. 3. Example of details of floor heating systems: Principal drawing and corresponding heating loop distribution.
opposite. In Ref. [31] data from selected apartments in the building is analyzed to give insights into the user preferences based on their set-points and interviews with the residents. The results show a great variability in the usage of the systems that will ultimately have a significant influence on the potential for flexible consumption. The high thermal inertia assumption is investigated in detail in Ref. [32] where data from temperature sensors casts into the walls and ceilings of the apartments is analyzed.

2.4. Information and communication technology

The local control systems in the apartments are off-the-shelves components that are based on the KNX protocol and architecture. The KNX protocol [33] is used for Direct Digital Control (DDC), a form of de-centralized distributed control where individual sensors and actuators are connected by a digital communication bus. The individual components then communicate directly with each other, exchanging a minimum of necessary information. The data from the local control systems is continuously transferred by encrypted Internet Protocol interface to the data management system (DMS) at the Technical University of Denmark where data is translated to Message Queuing Telemetry Transport (MQTT) messages as shown in Fig. 4. Sensors and actuators are located physically in the individual apartments, the data and command signals are communicated to the data management system through the open source protocol MQTT. The protocol works on top of TCP/IP in the application layer of the internet protocol suite. Several open source implementation of MQTT are available i.e. Mosquitto [34]. The KNX messages are translated to MQTT format by a software gateway in the data management system. The MQTT messages can in this way be subscribed to by logging services such as the data warehouse (PowerLabDK) in the project, but also for control applications and on-line monitoring. A major limitation of this setup, is that in the case of networking errors data will be lost since there is no local logging of data. A major benefit is that the systems employed is identical to those that are installed in real buildings under commercial terms and thus the solutions that are developed using these systems are implementable in other buildings with KNX or similar control systems installed.

2.5. Data description

The data that is used in the study includes the energy consumption and heating power of the floor heating systems in the individual apartments along with the indoor temperatures and set-points of the controlled rooms in the apartments. The data is collected from the local systems from a heat meter that measures the volumetric flow, forward and return temperatures of the water supplied to the floor heating systems. From these measurements, the meter also provides the heating power, accumulated energy use and total volume of water used. The thermostatic control systems include (1) local operating panels that show the room temperature and registers set-points from user input, and (2) hysteresis controllers that send control values to valve actuators. An overview of the data points is given in Table 1.

3. Methodology

In winter 2018/2019 we carried out the experiments in selected apartments in the buildings. The main experiment period was

Fig. 4. Data flows connecting the smart homes with the data management systems at PowerLab.dk and the penalty aware controller.
March 2019 in the heating season which is typically from early October to late April. The period was the earliest possible respecting project constraints and coordination with other project participants. The experimental setup evolved from the findings of the earliest tests. The experiment protocols were updated based on feedback from the residents.

3.1. Penalty signal design

The objective of the demonstration is to show that a significant amount of heating load can be shifted from the peak hours. To achieve the objective, initially, we experimented with a pre-heating strategy, that would raise the temperature in the hours before the reduction period. Early tests showed that pre-heating was unnecessary due to the high thermal inertia of the building. As a result, we gradually reduced the pre-heating, from a few hours to ultimately a pure peak-shaving where no pre-heating was applied. The resulting penalty signal with and without pre-heating are shown in Fig. 5. A penalty of ±1 corresponds to a desired reduction of ±100% of the power output of the floor heating system.

3.2. Penalty signal implementation

In the apartments local automatic controllers maintain the room temperature. We implemented Algorithm 1 as a supervisory control that send new set-points to the local systems. This lets the local control parameters to remain as they were when the systems where installed and commissioned. The algorithm reads set-points from the apartment and sends new corrected set-points for the peak-hour period to the apartment controllers. At all times the current power and temperature measurements are recorded. A technical limitation in the KNX-DMS hybrid control is that there is only a few possibilities to interact with the floor heating system. The historical data of temperature set-points for individual rooms are used as user preferred set-points. During the peak hour reduction period, a lower set-point is sent to the local control at 5 min intervals. There are two situations in which the penalty signal will not effective in effecting heating systems as expected: [i] room under-heated, where the heating will be fully on regardless of the penalty signal; [ii] room overheated, where the heating will be fully off regardless of the penalty signal. Practical experience from the early tests of the system and dialogue with the users revealed that the loss of control was experienced negatively by the residents. They had especially strong objections against loss of control for the bathroom in the morning hours. As a consequence, we omitted control of bathrooms and toilets from the experiment. In Algorithm 3.2 the timetables were chosen based on a series of empirical sequential tests to determine suitable lengths of pre-heating and ramping rate of re-activation. The methodology we employed investigated an initial hypothesis of the necessity of pre-heating the apartments in order to prolong the period of reduced heating while respecting temperature limits. The 6-h reduction period was requested by HOFOR, the greater Copenhagen utility company that supplies the district heating to reduce morning peak demand. The algorithm was implemented in Python and run on a linux machine using CRON jobs to schedule the execution time of the script. The source code is available at Zenodo: https://zenodo.org/record/3600114 [35].
knows whether or not the real treatment or a placebo was administered. The subject receiving the treatment conducted in a double-blind setup so that neither the person administering the treatment nor the participants in the trial are divided into treatment and control groups. This approach was used in Ref. [17]. Ideally this should be employed in clinical trials in pharmaceutical research, where the normalization approaches is to take an approach similar to that used by e.g. training of regression models that account for the exogenous variables, such as in Refs. [36–38]. An alternative to the normalization techniques that seek to remove the effect of the exogenous variables is to use technique that are not susceptible to end while

while 03:00AM: 06:00AM do
Send pre-heating set-point
Receive active power of floor heating
Receive current temperatures
end while
while 06:00AM: 12:00AM do
Send peak-hour set-point
Receive active power of floor heating
Receive current temperatures
end while
while 12:00AM: 13:00AM do
Restore user set-point
end while

3.3. Experiment assessment

To quantify the effectiveness of the experiment and penalty signal in generating a response from the apartments, it is necessary to try to account for the exogenous variables that will impact the consumption. For instance, outdoor temperature and solar irradiance are known to correlate with energy use for buildings. This makes it harder to quantify actual effects of the control strategy using a naive deviation penalty. A suitable reference point for comparison is the penalty-aware response under the same penalty periods. This definition works well for simulation based studies where the building under investigation can be subjected to identical conditions of e.g. weather and usage, allowing to establish the reference case \( C^0 \) (the penalty-ignorant response) with ease. For real buildings it is not possible to subject the building to identical conditions. For buildings with abundant historical data it might be possible to use normalization techniques to provide a good reference by e.g. training of regression models that account for the exogenous variables.

To try to account for the exogenous variables that will impact the signal in generating a response from the apartments, it is necessary to try to account for the exogenous variables that will impact the consumption. For instance, outdoor temperature and solar irradiance are known to correlate with energy use for buildings. This makes it harder to quantify actual effects of the control strategy using a naive deviation penalty. A suitable reference point for comparison is the penalty-aware response under the same penalty periods. This definition works well for simulation based studies where the building under investigation can be subjected to identical conditions of e.g. weather and usage, allowing to establish the reference case \( C^0 \) (the penalty-ignorant response) with ease. For real buildings it is not possible to subject the building to identical conditions. For buildings with abundant historical data it might be possible to use normalization techniques to provide a good reference by e.g. training of regression models that account for the exogenous variables.

### Table 2

<table>
<thead>
<tr>
<th>Apartment Identifier</th>
<th>Size</th>
<th>Heating power</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A33</td>
<td>75.4 m²</td>
<td>1771 W</td>
</tr>
<tr>
<td>A36</td>
<td>66.1 m²</td>
<td>1523 W</td>
</tr>
<tr>
<td>A39</td>
<td>75.4 m²</td>
<td>1771 W</td>
</tr>
<tr>
<td>B11</td>
<td>22.7 m²</td>
<td>800 W</td>
</tr>
<tr>
<td>B13</td>
<td>46.7 m²</td>
<td>1497 W</td>
</tr>
<tr>
<td>B18</td>
<td>36.7 m²</td>
<td>968 W</td>
</tr>
<tr>
<td><strong>Group total</strong></td>
<td>323 m²</td>
<td>8330 W</td>
</tr>
<tr>
<td><strong>Experiment group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A35</td>
<td>75.4 m²</td>
<td>1771 W</td>
</tr>
<tr>
<td>A40</td>
<td>66.1 m²</td>
<td>1523 W</td>
</tr>
<tr>
<td>A42</td>
<td>87.7 m²</td>
<td>2310 W</td>
</tr>
<tr>
<td>B14</td>
<td>36.7 m²</td>
<td>968 W</td>
</tr>
<tr>
<td>B15</td>
<td>46.7 m²</td>
<td>1497 W</td>
</tr>
<tr>
<td>B17</td>
<td>46.7 m²</td>
<td>1497 W</td>
</tr>
<tr>
<td>B19</td>
<td>46.7 m²</td>
<td>1497 W</td>
</tr>
<tr>
<td><strong>Group total</strong></td>
<td>406 m²</td>
<td>11,063 W</td>
</tr>
</tbody>
</table>

Since the local controls are automated they are not susceptible to the placebo effect and no placebo or double blind study is deemed necessary.

#### 3.3.1. Energy flexibility indices

We propose an energy flexibility index based on the work of Annex 67 of the International Energy Agency (IEA) [39] to quantify the achieved energy flexibility. In the Annex 67 of the IEA, a energy flexible building is defined to have “the ability to manage its demand and generation according to local climate conditions, user needs and grid requirements”. Clearly the term has different usage according to domain and context. The authors of [25], building upon the definition from Annex 67, propose a method for estimation of a flexibility index that we adopt in this study, with

\[
\text{Fl} = 1 - \frac{C^1}{C^0} \tag{1}
\]

where

\[
C^0 = \sum_{t=0}^{N} \lambda_t u^0_t \tag{2}
\]

is the penalty-ignorant response under penalty \( \lambda_t \) with energy consumption \( u^0_t \), and where

\[
C^1 = \sum_{t=0}^{N} \lambda_t u^1_t \tag{3}
\]

is the penalty-aware response under the same penalty \( \lambda_t \) with energy consumption \( u^1_t \).

In the case where only positive unit steps of penalties are employed the cost are in fact identical to the energy consumption in the penalty period. This definition works well for simulation based studies where the building under investigation can be subjected to identical conditions of e.g. weather and usage, allowing to establish the reference case \( C^0 \) (the penalty-ignorant response) with ease. For real buildings it is not possible to subject the building to identical conditions. For buildings with abundant historical data it might be possible to use normalization techniques to provide a good reference by e.g. training of regression models that account for the exogenous variables.
for the parameters that is known to have a significant influence on the energy consumption. For newer buildings with limited historical data, it might not be possible to provide a objective reference and the normalization technique used can become a dominant factor in the results obtained.

3.3.2. Impact on indoor temperatures

The primary purpose of the delivery of heat to the apartments is not to provide flexibility but to ensure a comfortable living environment for the residents. In order to quantify the quality of the heating service provided by the flexible heating control strategies we use the lumped indoor temperature to compare the reference and the experiments. The lumped indoor temperature for an apartment is used instead of using individual temperatures from every room of the apartment. This is because the measurement of heating power is at the apartment level but not at the individual room level. The lumped temperature is the sum of all room temperatures scaled by the room size \( A_i \) divided by the apartment size \( \sum A_i \) for room \( j \) in each apartment \( i \). We also take any redundant sensors into account by the factor \( n_j \).

\[
T_i^l = \sum_{j=1}^{N} \frac{T_{ij} A_j}{n_j A_i} \tag{4}
\]

Another common measure of similarity between time-series is to calculate the Root Mean Square Error (RMSE) which for a single time series with \( N \) discrete steps and increments of \( k \) we define as

\[
RMSE_{ij} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} e_{ij}(k)^2} \tag{5}
\]

where

\[
e_{ij} = T_{ij} - \overline{T_{ij}} \tag{6}
\]

Here we have used the historical median indoor temperature \( \overline{T_{ij}} \) in place of the set-point which is normally the reference for the error. This is necessary since the set-point is being continuously overwritten as explained by Algorithm 1. Using (5) we define the lumped indoor RMSE scaled by the room sizes per apartment

\[
RMSE_{ij}^l = \sum_{j=1}^{N} \frac{RMSE_{ij} A_j}{n_j A_i} \tag{7}
\]

4. Results

In the following sections results from individual apartments as well as aggregated results of the total experiment are presented.

4.1. Flexibility index

We evaluate the flexibility response by calculating the flexibility index and by visual inspection of the aggregated power consumption time series for the two periods. When comparing the time series signals, shown in Figs. 6 and 7 for the two groups we see that while the control group has little reaction, the power consumption during the 06:00 to 12:00 for all days is drastically lowered for the treatment group in the experiment period. It is only for the treatment group during the penalty hours in the experiment period that we see the very sharp drop to near zero consumption. In the reference period, Fig. 6, both groups show no reaction during the penalty hours as expected, since no signal was send to the apartments. If we compare Fig. 7 with Fig. 6, we note that in Fig. 7 the heating power in the hours from 12 to 6 is higher on some days. This is due to rebound effect as some heating demand was shifted to these hours after the penalty period. From Equation (1) we calculate the flexibility index. For the control group we find that there was a 6% reduction during the penalty hours when compared to the reference period. For the treatment group the corresponding result was 85%. The results of the individual apartments are reported in Table 3. In this study, careful observation of the system, e.g. valve control signals, circulation pump current was done in order to verify that the results obtained are indeed caused by the controls implemented and not just a random phenomena. A more rigorous statistical approach would be to include hypothesis testing in order to give a statistical validation of the difference observed for the two groups.

The results thus confirm that the penalty aware controller can activate the flexibility potential. When we calculate the total energy consumption for the two groups during all hours, we find that for the control group the experiment period had a total energy consumption that was 7% less than the reference period. For the treatment group the result was a 20% reduction (see Table 4). From our result we thus do not see an increase in energy consumption as a result of the experiment. Upon closer inspection we see that the main part of the reduction is dominated by significant reduction in two apartments, B14 and B15 while a single apartment B19 actually had a large increase in total energy consumption.

The result agrees with the intuition that, as we did not pre-heat the apartments the temperatures would be expected to be slightly lower on average and thus the total energy consumption would be expected to be slightly lower as well.

4.2. Effects on the indoor temperature

The effect of the flexibility demonstration on the indoor temperatures would be expected to have a lower indoor temperature as a result of the peak shaving without preheating. It is noted that it is not the case that all apartments have lower temperatures from the box plots in Figs. 8 and 9. Besides heating supply, there are a number of other factors influence the indoor temperatures, e.g. solar irradiation, internal heat gains from appliances and people, mechanical ventilation and heat transfers between adjacent apartments. These dynamics are too complicated to fully account for within the scope of this study.

In order to make a comparison across apartments and periods we calculate the lumped indoor \( \text{RMSE}_{ij}^l \) for each apartment using equations (5) and (7). We find that in general the errors are low, all below 1 °C with average values for both periods below 0.4 °C. An effect of the experiment on the indoor temperature would be indicated by an increase in error but as can be observed from Table 5 the \( \text{RMSE}_{ij}^l \) of the Treatment group actually drops in the Experiment period, where for the control group the error is essentially unchanged, giving strength to interpretation that the experiment had a small effect on the indoor temperature.

5. Conclusion

In this study we demonstrated how to remotely control the heating systems in individual rooms in real-world apartments to lower heating demand in morning peak hours. The effect of the reduction on the energy consumption is compared to a reference group of similar apartments in a reference period of similar days. We found that 85% reduction was achieved by the simple control strategy. The ideal case of 100% reduction during the penalty period is thus not achieved. The control of the bathrooms where omitted as explained in subsection 3.2 due to user constraints. This could
Fig. 6. Aggregated heating power in apartments in control and treatment groups during the reference period.

Fig. 7. Aggregated heating power in apartments in control and treatment groups during the experiment period.

Table 3
Energy consumption and flexibility indicators FF results.

| Control group energy consumption during peak hours 06.00–12.00 in [kWh] |
|-------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                               | A35 | A36 | A39 | B11 | B13 | B18 | Total |
| Reference period \( C^R \)  | 7.0  | 11.0 | 7.0  | 5.0  | 16.0 | 22.0 | 68.0 |
| Experiment period \( C^F \)  | 6.0  | 8.0  | 8.0  | 5.0  | 23.0 | 14.0 | 64.0 |
| \( FF^C = 1 - \frac{C^R}{C^F} \) | 0.14 | 0.27 | -0.14 | 0.0  | -0.44 | 0.36 | 0.06 |

| Treatment group energy consumption during peak hours 06.00–12.00 in [kWh] |
|-------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                               | A33 | A40 | A42 | B14 | B15 | B17 | B19 | Total |
| Reference \( C^R \)           | 24.0 | 17.0 | 23.0 | 21.0 | 6.0  | 8.0  | 15.0 | 114.0 |
| Experiment \( C^F \)          | 0.0  | 5.0  | 4.0  | 4.0  | 0.0  | 3.0  | 1.0  | 17.0  |
| \( FF^T = 1 - \frac{C^F}{C^R} \) | 1.0  | 0.71 | 0.83 | 0.81 | 1.0  | 0.63 | 0.93 | 0.85  |

Table 4
Total energy consumption and change in percent from reference period results.

| Control group energy consumption all hours in [kWh] |
|-------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                               | A35 | A36 | A39 | B11 | B13 | B18 | Total |
| Reference period \( E^R \)  | 48.0 | 37.0 | 24.0 | 22.0 | 71.0 | 86.0 | 288.0 |
| Experiment period \( E^F \)  | 24.0 | 26.0 | 24.0 | 23.0 | 76.0 | 95.0 | 268.0 |
| \( \Delta E^F = 1 - \frac{E^R}{E^F} \) | 0.5  | 0.30 | 0.0  | -0.05 | -0.07 | -0.10 | 0.07 |

| Treatment group energy consumption all hours in [kWh] |
|-------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                               | A33 | A40 | A42 | B14 | B15 | B17 | B19 | Total |
| Reference \( E^R \)           | 56.0 | 65.0 | 46.0 | 57.0 | 10.0 | 33.0 | 41.0 | 308.0 |
| Experiment \( E^F \)          | 41.0 | 67.0 | 41.0 | 16.0 | 1.0  | 23.0 | 56.0 | 245.0 |
| \( \Delta E^F = 1 - \frac{E^F}{E^R} \) | 0.27 | -0.03 | 0.11 | 0.72 | 0.9  | 0.30 | -0.37 | 0.20 |
account for some of this deviation from the ideal case. Another cause could be delays or mechanical problems in the closing of valves. These types of phenomena are hard to account for in simulations and thus highlights the value of conducting real world trials to verify and validate the results obtained from previous simulation-based studies. The results confirmed the potential of the automated buildings to reduce the energy consumption during peak hours with little disturbance on indoor temperatures. Such controls could thus help the district heating systems reduce the use of fossil fuels and the investment in costly central storage solutions.

The verification of the effects of the experiments from the grid side and the inclusion of advanced control methods such as predictive controls and economic MPC are left for future studies. By applying advanced control methods, multiple objectives could be simultaneously pursued, and increased flexibility might be achievable along with lower variations in the indoor temperature by accounting for the impact of solar gains, outdoor temperature and internal gains in the controls. Additionally, the method proposed could be extended and applied to e.g. cooling systems or other forms of heating systems like heat pumps or direct electrical heating. Further, the results of the experiment can be used in formulating noise and uncertainty models that in turn can be used to improve on the accuracy and reliability of simulations-based studies.
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