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Abstract
Either for managing or trading wind power generation, it is recognized today that forecasting is a cornerstone. Traditionally, methods that are developed and implemented are point forecasting methods, i.e. they provide a single estimated value for a given horizon. As errors are unavoidable, several research teams have recently proposed uncertainty estimation methods in order to optimize the decision-making process (reserve quantification, bidding strategy definition, etc.). Here, focus is given to methods that quote quantiles or intervals from predictive distributions of wind generation. The paper describes what the required properties of appropriate uncertainty estimation methods are and how they can be evaluated. Finally, it is shown how the introduced evaluation criteria may be used for highlighting or optimizing the performance of current probabilistic forecasting methodologies.
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1 Introduction

Wind power is the fastest-growing renewable electricity-generating technology. The targets for the next decades aim at high share of wind power in electricity generation in Europe [32]. However, such a large scale integration of wind generation capacities induces difficulties in the management of a power system. Also, a present challenge is to conciliate this deployment with the process of the European electricity markets deregulation. Increasing the value of wind generation through the improvement of prediction systems’ performance is one of the priorities in wind energy research needs for the coming years [30].

Traditional wind power prediction methods are point forecasting methods: they provide the ‘most likely outcome’ for a given look-ahead time. A part of the recent research works have focused on associating uncertainty estimates to these point forecasts or to produce fully probabilistic predictions, either based on meteorological ensembles [22], or produced from statistical methods [4, 21, 26]. This trend leads to a new generation of modeling approaches related to wind power forecasting, which, despite their apparent complexity, are expected to become an added value to operational prediction platforms.

A set of standard error measures and evaluation criteria has recently been described for the verification of point forecasts of wind generation [17]. However, evaluating probabilistic forecasts is more complicated than evaluating deterministic ones. While it is easy to say that a point forecast is false because the deviation between predicted and real values is of practical magnitude, an individual probabilistic forecast cannot be deemed as incorrect. Indeed, when an interval forecast states there is a 50% probability that expected power generation (for a given horizon) would be between 1 and 1.6MW and that the actual outcome equals 0.9MW, how to tell if this case should be part or not of the 50% of cases for which intervals miss?

Here, our aim is to describe what are the required properties of probabilistic forecasts and how these forecasts can be evaluated in terms of their statistical performance (referred to as their quality) in a non-parametrical framework. For that purpose, we will present relevant skill scores, measures and diagrams that have been introduced in the statistical and meteorological literature. The interest of this non-parametrical framework is that it can be used for evaluating predictive quantiles, interval or density forecasts. In a second part, we will use this set of criteria to show how it may serve for comparing rival approaches or how it may be used for optimizing a given method. This will allow us to draw conclusions on the quality of some of the current approaches for the probabilistic forecasting of wind generation.

2 Required properties for probabilistic forecasts

Prediction intervals give the range of possible values within which the true effect is expected to lie with a certain probability, its nominal coverage rate. Hereafter, intervals and quantiles are considered interchangeably since we concentrate on central prediction intervals \( \tilde{I}^{(\alpha)}_{t+k/t} \), estimated at time \( t \) for look-ahead time \( t+k \) with a nominal coverage rate \( (1-\alpha) \), the bounds of which correspond to the \( (\alpha/2) \) and \( (1-\alpha/2) \) quantiles of the predictive distribution of expected events at that lead time:

\[
\tilde{I}^{(\alpha)}_{t+k/t} \equiv [\tilde{r}^{(\alpha/2)}_{t+k/t}, \tilde{r}^{(1-\alpha/2)}_{t+k/t}].
\] (1)

The first requirement for interval forecasts is that their empirical coverage should be close to the nominal one. Actually,
if considering infinite series of interval forecasts, that empirical coverage should exactly equal the pre-assigned probability. That first property is referred to as reliability or calibration in the literature [13,15].

Besides this first requirement, it is necessary that prediction intervals provide a situation-dependant assessment of the forecast uncertainty. Their size should then vary depending on various external conditions. For the example of wind prediction, it is intuitively expected that prediction intervals (for a given nominal coverage rate) should not have the same size when predicted wind speed equals zero and when it is near cut-off speed. The most simple type of intervals is constant-size intervals (e.g. produced from climatology). Advanced methods for their estimation are expected to produce variable-size intervals. This property is commonly named sharpness or resolution of the intervals [11,13]. Note that here, we will introduce a nuance between sharpness and resolution: the former will relate to the average size of intervals while the latter is associated to their size variability.

Actually, the traditional view of interval forecast evaluation, which mainly comes from the econometric forecasting community, is based on the testing of correct conditional coverage. This means intervals have to be unconditionally reliable, and independent (see for instance [17], or [8] (ch. 3)). In the case of wind power forecasting, we know there exists a correlation among forecasting errors (at least for short time-lags). Thus, we do not expect prediction intervals to be independent. Then, it appears preferable to develop an evaluation framework that is based on an alternative paradigm. We propose to consider reliability as a primary requirement and then sharpness and resolution as an added value. It should be noted here that reliability can be increased by using some recalibration methods (e.g. conditional parametric models) or smoothed bootstrap [12], while sharpness/resolution cannot be enhanced with post-processing procedures. This second aspect is the inherent (and invariant) ability of a probabilistic forecasting method to distinctly resolve future events [7].

3 Discussion on the nominal coverage rate
An important question concerning the intervals arises: how to choose an optimal nominal coverage rate? When this pre-assigned probability is higher than 90%, intervals can be embarrassingly wide, because they will contain extreme prediction errors (or even outliers). In addition, working with high-coverage intervals means that we are aiming at modeling the very tails of distributions. Thus, the robustness of the uncertainty estimation methods becomes a critical aspect. However, if one defines lower pre-assigned probabilities (50% for instance), intervals will be much more narrow and more robust with respect to extreme prediction errors, but this will mean that actual future values are equally likely to lie inside or outside these bounds. In both cases, prediction intervals appear hard to handle and that is why an intermediate degree of confidence (75-85%) seems a good compromise [5].

Though, instead of focusing on a particular nominal coverage rate, it seems that producing a number of prediction intervals is a better solution. This will allow one to build the whole probability distribution of expected generation for each look-ahead time. For the example of the adapted resampling method presented in [26,27], it is not more computationally expensive to estimate one or thirty quantiles. Either for energy management or trading, wind power forecast users will not rely on a single interval forecast only: usual decision-making methods need a complete approximation of the density function for providing an optimal management [10] or trading strategy [3,11,24].

4 Methods for the evaluation of probabilistic forecasts
In this Section, we only treat the aspects of evaluating the skill of pointwise quantiles or intervals, i.e. estimated on a per-horizon basis. Some methods are meant for producing intervals with a nominal coverage rate that holds for the whole forecast length [29], but this not the case for the methods dedicated to wind generation. In the following, all criteria will be evaluated as a function of the look-ahead time, or as an average over the forecast length. If a considered evaluation set is large enough, it may also be interesting to estimate the skill of probabilistic methods as a function of some other parameters (e.g. level of power).

The following methodology introduces a unique skill score for the quality evaluation of probabilistic forecasts of wind generation. Consequently, focus is given to the various aspects composing the overall skill, in a hierarchical manner: reliability has to be assessed first, followed by a study of sharpness, and then resolution.

4.1 The indicator variable
Before going further with the evaluation of interval forecasts, it is necessary to introduce the indicator variable $I_{t,k}$ (following the definition by Christoffersen [7]), which is defined for a prediction made at time $t$ and for horizon $k$ as follows

$$I_{t,k}^{(a)} = \begin{cases} 1, & \text{if } p_{t+k} \in \tilde{I}_{t+k}^{(a)} \\ 0, & \text{if } p_{t+k} \notin \tilde{I}_{t+k}^{(a)} \end{cases}.$$  (2)

This indicator variable tells if the actual outcome $p_{t+k}$ at time $t + k$ lies (“hit”) or not (“miss”) in the prediction interval estimated for that lead time.

We would like to mention that this definition of the indicator variable can be easily adapted when working with quantiles of a probabilistic distribution. Indeed, the value of $p_{t+k}$ being inside or not of the interval is replaced by $p_{t+k}$ being below or above the estimated quantile $\hat{t}_{t+k}^{(a)}$.

Consequently, let us define as $n_{k,1}^{(a)}$ the sum of hits and $n_{k,0}^{(a)}$ the sum of misses (for a given horizon $k$) over the $N$ realizations:

$$n_{k,1}^{(a)} = \#\{I_{t,k}^{(a)} = 1\} = \sum_{t=1}^{N} I_{t,k}^{(a)};$$  (3)

$$n_{k,0}^{(a)} = \#\{I_{t,k}^{(a)} = 0\} = N - n_{k,1}^{(a)}.$$  (4)
It is by studying the time-series of indicator variables \( \{I_{t,k}^{(\alpha)}\}_{t=1,...,N} \) over the test set that we will evaluate the reliability and the overall skill of probabilistic forecasts.

### 4.2 Defining a unique skill score

As for point-forecast evaluation, it is often demanded that a unique skill score would give the whole information on a given method performance. Such measure would be given by scoring rules that associate a single numerical value \( S(\hat{q}, p) \) to a predictive distribution \( \hat{q} \) if the event \( p \) materializes. Then, we can define as

\[
S(\hat{q}', \hat{q}) = \int S(\hat{q}', p)dp \tag{5}
\]

the score under \( \hat{q} \) when the predictive distribution is \( \hat{q}' \).

A scoring rule should reward a forecaster that expresses his true beliefs. It is said to be proper if it does so. Murphy [20] referred to that aspect as the forecast consistency and reminds that a forecast (probabilistic or not) should correspond to the forecaster’s judgment. If we assume that a forecaster wish to maximize his skill score over an evaluation set, then a scoring rule is said to be proper if for any two predictive distributions \( \hat{q} \) and \( \hat{q}' \) we have

\[
S(\hat{q}', \hat{q}) \leq S(\hat{q}, \hat{q}), \quad \forall \hat{q}, \hat{q}'. \tag{6}
\]

Hence, if \( \hat{q} \) corresponds to the forecaster’s judgment, it is to maximize his skill score.

If we consider that a predictive distribution \( \hat{q} \) is characterized by its quantiles \( \hat{r} = \{\hat{r}_1, \hat{r}_2, ..., \hat{r}_l\} \) at levels \( \alpha_1, \alpha_2, ..., \alpha_l \), Gneiting et al. [13] recently showed that any scoring rule of the form

\[
S(\hat{r}, p) = \sum_{i=1}^{l} \left( \alpha_i s_i(r_i) + (s_i(p) - s_i(r_i))I^{(\alpha_i)} + f(p) \right), \tag{7}
\]

with \( I^{(\alpha_i)} \) the indicator variable (for the quantile with proportion \( \alpha_i \)) introduced above, \( s_i \) non-decreasing functions and \( f \) arbitrary, was proper for evaluating this set of quantiles. Here \( S(\hat{r}, p) \) is a positively rewarding score: a higher score value stands for an higher skill. The specific case of central prediction intervals corresponds to the case where only two quantiles are quoted (cf. Equation (1)). Note that for a unique quantile, the scoring rule given by Equation (7) generalizes the loss functions considered in quantile regression [22] and local quantile regression [4]

Using a single proper score may allow one to compare the overall skill of rival approaches. It can also be utilized as a criterion for optimizing the parameters of a given quantile estimation method. However, a unique score does not tell what are the contributions of reliability or sharpness to the skill (or to the lack of skill)\(^1\). This is why we focus on both of these two aspects in the following Paragraphs.

### 4.3 Reliability

The easiest way to check the calibration of interval forecasts is to compare their empirical coverage to the nominal one (i.e. the required probability \( 1-\alpha \)). An estimation \( \hat{a}_k^{(\alpha)} \) of the actual coverage \( a_k^{(\alpha)} \), for a given horizon \( k \), is obtained by calculating the mean of the \( \{I_{t,k}^{(\alpha)}\}_{t=1,...,N} \) time-series over the test set:

\[
\hat{a}_k^{(\alpha)} = \frac{1}{N} \sum_{t=1}^{N} I_{t,k}^{(\alpha)} = \frac{n_k^{(\alpha)} - n_k^{(\alpha)}}{n_k^{(\alpha)} + n_k^{(\alpha)}}. \tag{8}
\]

This standard approach for evaluating prediction intervals was proposed by Ballie et al. [2] and by McNees [19]. This is the idea used in reliability diagrams which give the empirical coverage versus the nominal coverage for various nominal coverage values. The closer to the diagonal the better. They can alternatively be depicted as the deviation from the ‘perfect reliability’ case for which empirical coverage would equal the nominal one (calculated as the difference between these two quantities). This idea is similar to the use of Probability Integral Transform histograms as proposed by Gneiting et al. [12] except that reliability diagrams directly provide that additional information about the magnitude of the deviation from the ‘perfect reliability’ case.

Reliability diagrams allow one to summarize the calibration assessment of several quantiles or intervals and thus to see at one glance if a given method tends to systematically underestimate (or overestimate) the uncertainty. Figure 1 shows an example of a reliability diagram for the evaluation of a given quantile estimation method. Deviations from the ‘perfect reliability’ case are given as a function of the quantile nominal proportions, as an average over the forecast length. Here, one notices a rather good calibration of the method since deviations are lower than 2%. However, the fact that quantiles are slightly overestimated for proportions lower than 0.5 and slightly underestimated for proportions above that value indicates that corresponding predictive distributions are a bit too narrow.

![Figure 1: Example of a reliability diagram depicting deviations as a function of the nominal coverage rate, for the reliability evaluation of a method providing probabilistic forecasts of wind generation.](image)

\(^1\)This has already been stated by Roulston et al. [29] when introducing the ‘ignorance score’, which despite its many justifications and properties has no ability to tell why a given method is better than another.

Using that kind of comparison between the nominal and
empirical coverages introduces subjectivity in the evaluation: the decision of whether the intervals have correct coverage or not is left to the analyst. This is why a more objective framework based on hypothesis testing has been introduced in the forecasting literature (mainly in econometric forecasting). For instance, Christoffersen [7] proposed a likelihood ratio $\chi^2$-test for evaluating the unconditional coverage of interval forecasts of economic variables, accompanied by another test of independence. In the area of wind generation forecasting, Bremnes [4] recently used a Pearson $\chi^2$-test for evaluating the reliability of the quantiles produced from a local quantile regression approach. However, $\chi^2$-tests rely on an independence assumption regarding the sample data. Power forecasting errors are correlated (at least for short time-lags), and it is expected that series of interval hits and misses can come clustered together in a time-dependent fashion. This actually means that independence of the indicator variable sequence cannot be assumed in our case (except if independence is proven in a prior analysis). In general, it is known that statistical hypothesis tests cannot be directly applied for assessing the reliability of probabilistic forecasts due to the serial (or spatial) correlation structure [15]. In the Appendix, this is illustrated by the use of a simple simulation experiment where a quantile forecast known to be reliable is considered. It is shown that, except for 1-step ahead forecasts, the correlation invalidates the level of significance of the tests. It is demonstrated that this is because the correlation inflates the uncertainty of the estimate of actual coverage. Finally, if hypothesis testing is envisaged for evaluating the unconditional coverage of quantiles or intervals, we would alternatively propose to use a non-parametric binomial test. This test is indeed meant for evaluating proportions when studying binary time-series.

4.4 Sharpness and Resolution

When dealing with sharpness or resolution, focus is given to the size of the prediction intervals. Let us define

$$\delta_{t,k}^{(\alpha)} = \tilde{\delta}_{t+k/t}^{(1-\alpha/2)} - \tilde{\delta}_{t+k/t}^{(\alpha/2)}$$

the size of the central interval forecast (with associated probability $(1 - \alpha)$) estimated at time $t$ for lead time $t + k$.

If two uncertainty estimation methods provide intervals at an acceptable level of reliability, it is the method that yields the narrowest intervals that is to be preferred. Here, we relate the sharpness aspect to the average size $\bar{\delta}_{k}^{(\alpha)}$ of the prediction intervals for a given horizon $k$:

$$\bar{\delta}_{k}^{(\alpha)} = \frac{1}{N} \sum_{t=1}^{N} \delta_{t,k}^{(\alpha)} = \frac{1}{N} \sum_{t=1}^{N} \left( \tilde{\delta}_{t+k/t}^{(1-\alpha/2)} - \tilde{\delta}_{t+k/t}^{(\alpha/2)} \right).$$

Both Bremnes [4] and Nielsen et al. [22] used such a measure for evaluating the sharpness of their probabilistic forecasts as a function of the horizon. When focusing on the distance between the quantiles for the proportions 0.25 and 0.75 (the quartiles), this measure is commonly known as the inter quartile range. This measure has been found more useful (and also more robust) than the standard deviation for studying asymmetric distributions. However, it may be interesting not to focus only on these two particular quantiles but also to look at $\bar{\delta}_{k}^{(0.8)}$ and $\bar{\delta}_{k}^{(0.2)}$ that are the average size of respectively the 20%- and 80%-confidence central intervals.

The resolution concept is standing for the ability of providing a situation-dependant assessment of the uncertainty. If two approaches have similar sharpness, then a higher resolution translates to a higher quality of related interval forecasts. It is not possible to directly verify that property, though we may study the variation in size of the intervals. The standard deviation $\sigma_{k}^{(\alpha)}$ of the interval size (for a given horizon $k$ and nominal coverage rate $(1 - \alpha)$) provides that information. Because of the non-linear and conditionally heteroskedastic nature of the wind generation process, the forecast uncertainty is highly variable and it is thus expected that the interval size also greatly varies.

Finally, $\delta$-diagrams and $\sigma$-diagrams, which give respectively $\bar{\delta}_{k}^{(\alpha)}$ and $\sigma_{k}^{(\alpha)}$ as a function of the nominal coverage rate for a given look-ahead time $k$ (or over the forecast length), permit to better visualize the shape (and shape variations) of predicitive distributions. We will underline the interest of such diagnostic tools in the following Sections.

5 Comparing the quality of various interval forecasting methods

In this Section, we apply the methodology introduced above for highlighting the properties of some of the approaches currently in use for providing interval forecast. The case-study is the Tunø Knob wind farm, which is located 6km off the cost of Jutland, in Denmark and has an installed capacity $P_n$ of 5MW. The set of probabilistic predictions to be evaluated consists in central prediction intervals with a 50% degree of confidence. Forecasts are issued on a daily basis (at noon), with an hourly resolution, over a 153-days period. The evaluation set is thus composed by 153 forecast series only. We focus here on look-ahead times between 12 and 30-hour ahead, which are the relevant horizons for application to most of the European electricity markets.

Three different approaches are considered for producing the interval forecasts. The first one is based on the assumption that wind generation can be modelled with a Gaussian distribution whose mean is the estimated point forecast (given by a state-of-the-art approach) and whose standard deviation is estimated from adaptive statistics on the past performance of the predictor. It is known that this Gaussian assumption does not hold (see [16] for instance), but still, we consider that approach as a baseline method. The second approach relies on ensemble forecasts of wind power. They are derived from the 51-member meteorological ensembles provided by the European Center for Medium-Range Weather Forecasts (ECMWF) following the method described in [22]. However, wind power ensembles have not been recalibrated in the present work, due to the small number of forecast series. Finally, the third approach is the quantile regression approach developed in [21] that uses power point predictions, as well as forecasts of explanatory variables e.g. wind speed and direction, for estimating prediction
intervals of wind power.

We mentioned that the first requirement for the intervals is that they have to be reliable. Thus, we first check the empirical coverages of estimated quartiles and corresponding intervals (cf. Table 1). One notes a significant deviation from nominal coverage for the quartiles whatever the method, though quantile regression seems to produce the more reliable intervals. Knowing that indicator variable sequences are correlated and because we have only a small set of forecasts for evaluation, it is not possible to draw strict conclusions from these figures. Still, the deviation of the Gaussian lower quartile from the nominal value appears very large. The fact we cannot conclude on reliability prevents us from giving a rigorous picture on the various aspects of the methods’ quality. However, we carry on with that study for highlighting some of the methods’ properties concerning sharpness and resolution.

<table>
<thead>
<tr>
<th>Nominal coverage</th>
<th>25</th>
<th>75</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>46.21</td>
<td>83.89</td>
<td>37.68</td>
</tr>
<tr>
<td>Ensemble-based</td>
<td>15.89</td>
<td>79.57</td>
<td>63.68</td>
</tr>
<tr>
<td>Quantile regression</td>
<td>28.76</td>
<td>84.34</td>
<td>55.58</td>
</tr>
</tbody>
</table>

Table 1: Empirical coverages of the estimated quartiles and empirical coverage of the related central prediction intervals (in %, averaged over the whole range of prediction horizons).

We look at sharpness first by plotting the average size of the central prediction intervals (Figure 2), as a function of the prediction horizon. The interval size tends to increase with lead time for the two statistical methods while that increase is really noteworthy for the intervals produced from ensembles. However, since their coverage is higher than for the two other methods, it seems normal to have larger intervals. Also, an interesting point is that although Gaussian and quantile-regression intervals have a similar size on average, the reliability of the Gaussian intervals is a lot lower. This would be an argument for preferring the more advanced approach.

A crucial difference between the three methods can be seen from the plot that depicts the standard deviation of the interval size (Figure 3). Such a plot actually tells how probabilistic methods resolve future events (that is exactly what the resolution concept stands for). If two methods are considered as reliable (and similarly sharp), it is the one that proposes the most variable uncertainty assessment which is to be preferred. From that plot, one notes that Gaussian intervals have a very low variation of their size: they have no-resolution. Resolution is a lot higher for quantile-regression-based intervals and even higher for the ensemble-based ones. This is what we expect from these methods: statistical procedures may permit to estimate good quantiles, but ensembles are expected to provide an additional information about uncertainty and its variability.

Both sharpness and resolution can be assessed as a function of some other explanatory variables, such as predicted power (or wind speed). This permit to describe how the methods behave in various conditions. However, one then has to verify first the conditional reliability of the methods as a function of the considered explanatory variable.

Finally, we consider the skill score that we previously introduced (cf. Equation (7)). The set of quantiles consists of the two quartiles (i.e. α₁ = 0.25 and α₂ = 0.75). We put sᵢ(p) = 4pᵢ (i = 1, 2), and f(p) = −2p following Gneiting [13] for the intuitive appeal of the resulting score, which rewards the forecaster for narrow intervals and gives a penalty if they do not cover the related observations. The best approach is the one that reaches the highest score. Figure 4 depicts the evolution of the skill score as a function of the look-ahead time for the three approaches.

There is a trend that the score value decreases for longer horizons. This meets the general statement that it is harder to forecast events that are further in the future. Though, what is surprising about Figure 4 is that the three different approaches have a similar skill, and they all have a range of horizons for which they perform better than the two others. This would actually mean that using a basic Gaussian assumption, developing an advanced approach based on statistical methods, or investing in the use of ensemble forecasting would lead to probabilistic forecasts of the same quality. This cannot be envisaged and we have shown above that even
6 Sensitivity analysis on the skill of an uncertainty estimation method

Adapted resampling is a distribution-free approach for the estimation of quantiles and interval forecasts suitable for nonlinear processes. This approach has recently been applied to the wind power forecasting problem [25, 27] and evaluated on a variety of case-studies consisting of periods ranging from several months to several years for several European wind farms. This method provides probabilistic forecasts of wind generation based on the past performance of the point prediction method it is associated to. Here, adapted resampling is applied for processing WPPT forecasts (WPPT standing for Wind Power Prediction Tool [23]) for the Tunø Knob wind farm. The evaluation set is composed by 3200 series of 48-hour ahead hourly probabilistic forecasts (4.5 months) given by sets of estimated quantiles for proportion 0.05, 0.1,..., 0.95. This corresponds to central prediction intervals for nominal coverage rates 10, 20,..., and 90%.

Figure 5 depicts an episode with the wind power point prediction for the following 48 hours compared to the measured power values. The prediction intervals are associated to the point prediction and represented in the form of a fan chart. Since adapted resampling is a non-parametric method (i.e. quantiles are estimated without assuming a specified distribution), the resulting intervals are asymmetric.

Here, our aim is to show how the introduced evaluation criteria may be used for assessing the influence of a given method parameters on its quality. The degrees of freedom of the adapted resampling method are the number of fuzzy sets for mapping the range of possible predicted power values, the number of elements in error samples, and the number of bootstrap replications. In the following Paragraphs, we will focus on the first two degrees of freedom and leave aside the effect of the number of bootstrap replications.

6.1 Influence of the power curve mapping

The idea of adapted resampling is to propose a situation-dependent assessment of the forecast uncertainty: fuzzy logic is used for mapping several zones with different characteristics of the prediction uncertainty. Regarding wind generation, we know that the level of predicted power greatly affects the related level of forecast uncertainty [16]. Also, the level of predicted wind speed has an effect on the error distribution characteristics, since for very low wind speeds there is no risk of cut-off event, while for wind speed higher than 20 m.s{–1} the cut-off risk is present. Figure 6 depicts an example of the mapping of the power curve for considering both of these effects: three fuzzy sets are used on the power range and two on the wind speed range. Due to the few occurrences of cut-off events in the present dataset, we concentrate the analysis on the impact of the number of fuzzy sets used to map the predicted power range both on reliability and resolution. It is expected that increasing the number of fuzzy sets will mainly have an effect on the resolution aspect since it is its primary aim.

Three possibilities are envisaged: using only one fuzzy set on the power range (which is equivalent to using a classical resampling method), and a mapping with alternatively 3 or 5 fuzzy sets. We set the sample size to 300 elements and the number of bootstrap replications to 50.

For assessing the reliability of the probabilistic forecasts produced with these three settings, we use a reliability diagram which gives the deviation from ‘perfect reliability’, as a function of the nominal coverage of the quantiles (Figure 7). These deviations are shown as the average deviations over the whole range of look-ahead times. The figures given in the legend are the average absolute deviations from ‘perfect
Figure 6: Situation dependence is achieved through the mapping of the power curve with three power fuzzy sets and two cut-off risk zones.

reliability’ (over the various nominal coverages and forecast horizons).

Figure 7: Reliability diagram for evaluating the influence of the power curve mapping on the resulting probabilistic forecasts reliability.

One sees from Figure 7 that the deviations from ‘perfect reliability’ are of the same order for the various settings: it is less than ±2.5%. Even if it is not the primary aim of the mapping, it seems that using several fuzzy sets permit to increase the overall reliability of estimated quantiles. In this example, the average absolute deviation is 1.40 % for classical resampling intervals while it is 1.05 and 1.1% for the two other settings.

Then, we turn our attention to sharpness and resolution. Since sharpness proves to be similar for the three settings and that the power curve mapping mainly has an effect on the resolution aspect, we only focus here on the latter. Figure 5 gives the standard deviation of the interval size as a function of the interval nominal coverage rate. As an example, we focus on the σ-diagram of 24-hour ahead probabilistic forecasts. When going from classical to adapted resampling, the resolution is significantly augmented, whatever the level of confidence. For the example of the 50%-confidence prediction interval, the standard deviation of the interval size is actually multiplied by a factor 3. Also, one sees that by using more fuzzy sets for mapping the power curve, the resolution can be increased even more, mostly for high degrees of confidence. This means that the method has a better ability to differentiate the tail ends of predictive distributions. In a general manner, increasing the resolution of probabilistic forecasting methods is expected to give them more value for the management or the trading of wind generation.

6.2 Influence of the sample size

The second part of the study concerns the influence of the sample size, i.e. the number of past prediction errors, on the skill of the estimated intervals provided by the adapted resampling method. Intuitively, considering more past errors should permit to better understand the uncertainty of the process and thus to augment the reliability of estimated predictive distributions. However, considering very large error samples would make the approach less dynamic. Here, the number of fuzzy sets is set to five and the number of bootstrap replications to 50. We produce probabilistic forecasts with error samples containing 50, 100, 200 and 300 elements.

The reliability diagram given by Figure 9 shows how the sample size affects the predictive distributions reliability. The absolute average deviation from ‘perfect reliability’ greatly diminishes as we use more elements in the resampling procedure. This absolute deviation is divided by 2 if considering the last 300 errors instead of dealing with the last 50 only. One notes from the reliability diagram that quantiles for proportions below 0.5 are overestimated while quantiles over the median are underestimated. This tells that intervals are too narrow on average. Augmenting the sample size diminishes that trend. It should be understood here that having too narrow intervals is more likely than having too large intervals: methods for estimating future uncertainty usually rely on past experience of a given model performance and then do not integrate the additional uncertainty of predicting new data [5].

For evaluating the sharpness of the interval forecasts, we superpose δ-diagrams for the various method settings (Figure 10). This Figure is for 24-hour ahead probabilistic forecasts. In a general manner, the average interval size
Figure 9: Reliability diagram for evaluating the influence of error sample size on the resulting probabilistic forecasts reliability.

Figure 10: δ-diagram for 24-hour ahead forecasts for evaluating the influence of the error sample size on the resulting probabilistic forecasts sharpness.

7 Conclusions

In this paper, we have addressed the issue of evaluating probabilistic forecasts of wind power. The concepts of overall skill, reliability, sharpness and resolution have been introduced. Reliability, which stands for the forecasts’ ability of respecting nominal probabilistic coverages (e.g. 50% interval forecasts should actually cover approximately 50% of observations over the evaluation set), is a primary requirement. Then, sharpness and resolution, which relates to the method’s ability to provide a situation-dependent assessment of the forecast uncertainty, represents the added value. By describing various criteria for evaluating either quantile or interval forecasts, it has been emphasized that a unique skill score cannot give the whole information on what contributes to a given prediction method performance. It is thus necessary to first have a look at the reliability assessment and to focus on sharpness and resolution in a second stage. In addition, we have underlined the fact that when assessing the reliability of probabilistic forecast by the mean of hypothesis tests one should be careful regarding the underlying independence assumption. Indeed, hit-miss sequences are correlated and thus usual tests for unconditional coverage cannot be applied directly.

An appropriate set of measures and diagrams have been considered for comparing the current methods for estimating probabilistic wind power forecasts. These methods are based either on quantile prediction from advanced statistical methods or on non-linear transformation of ensemble forecasts of meteorological variables. The results drawn on reliability are sensitive on the size of the evaluation set that proves to be rather small here. However if one considers average reliability for all time steps then the quantile regression method seems to outperform the two others. Were the ensemble-based intervals recalibrated that they would certainly be more reliable. Consequently, a study of the prediction intervals’ resolution revealed that both advanced methods can provide a situation-dependent assessment of the uncertainty. It will be of particular interest to further study these rival approaches for better highlighting their (maybe complementary) qualities.

In a final part of the paper, we have focused on a particular statistical quantile estimation method (adapted resampling), with the aim of assessing the influence of its degrees of freedom on its resulting performance. We showed that the mapping of the power curve was mainly improving the method resolution, while augmenting the sample size was increasing both the reliability and sharpness of estimated predictive distributions.

This paper concentrates on the quality of probabilistic forecasts of wind power. This means that we have considered the evaluation of their performance from a statistical point of view. However, as these forecasts are meant for the management or trading of wind generation, it would also be worth evaluating their value. The value corresponds to the increased benefits (economical or not) resulting from the daily use of these forecasts in an operational context.
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Appendix:
The influence of correlation on tests and estimates of reliability

The purpose of this appendix is to demonstrate that correlation inherent in the forecasts influences the precision by which e.g. actual coverage of an interval forecast is estimated and that tests are invalidated by the correlation.

Let $x_{t+k}$ be the variable at time $t + k$ for which forecasts are generated at time $t$. In the simulation study it is assumed that the stochastic process $\{x_t\}$ is known and therefore it is possible to generate interval forecasts which are assured to be reliable. Specifically, an AR(1) process is used:

$$x_t = \phi x_{t-1} + e_t,$$

where $\phi \in (-1, 1)$ is the pole of the process and $\{e_t\}$ is zero-mean Gaussian white noise with variance $1 - \phi^2$, whereby $\{x_t\}$ has unit variance.

The $k$-step ahead forecast, i.e. the conditional mean, can be expressed as (see [6], p. 104)

$$\hat{x}_{t+k/t} = \phi^k x_t.$$  

Since $\{x_t\}$ is a Gaussian process, $\hat{x}_{t+k/t}$ can also be interpreted as a 50% quantile forecast. For this quantile forecast $\hat{x}_{t+k}^{(0.5)}$, $n_{k,1}$, $n_{k,0}$, and $\hat{a}_k^{(0.5)}$ are determined. Furthermore, a test for reliability is performed. Since the forecasts are known to be reliable the test should reject the hypothesis of reliability with a probability corresponding to the level of significance used. To avoid issues regarding approximative tests, like e.g. the $\chi^2$-test, an exact binomial test is used (see [9], Section 3.1).

In the simulations 1- to 12-step ahead forecasts are considered. For each of $\phi = 0$ and $\phi = 0.9$, 1000 series of length 500 are simulated. For $\phi = 0$ the process $\{x_t\}$ is white noise and the exact binomial test should reject the hypothesis of reliability in approximately 50 of the 1000 cases for a 0.05 significance level (and respectively 100 out of 1000 for the 0.1 significance level). Table 2 displays the number of times the test were rejected for two levels of significance. From the table it is seen that when the process is correlated the test does not perform according to specifications for 2- to 12-step ahead forecasts. For 1-step ahead forecasts and for $\phi = 0$ (all horizons) the test seems to perform according to the nominal level of significance.

To further understand these aspects consider the histograms of the 1000 realizations of the estimate $\hat{a}_k^{(0.5)}$ for horizons 1, 3, 6, and 12 shown in Figure 11. It is seen that in all cases the distribution is centered around the nominal value of 0.5, corresponding to the 50% quantile forecast. However, the spread of the distribution increases with the horizon. In fact for 1-step ahead forecasts the central 95% of the values are between 0.45 and 0.54 and for 12-step ahead forecasts the corresponding limits are 0.38 and 0.62.

The implication of these findings is that due to correlation the uncertainty of the estimate $\hat{a}_k^{(\alpha)}$ can be much larger than expected from standard theory based on an assumption of independence. In turn this often results in a deviation from the nominal value which is much larger than expected and therefore a test based on the assumption of independent samples rejects the hypothesis of reliability far too often.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>Level of significance</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.05</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>0.9</td>
<td>0.05</td>
<td>46</td>
<td>109</td>
<td>181</td>
<td>243</td>
<td>288</td>
<td>345</td>
<td>359</td>
<td>381</td>
<td>407</td>
<td>440</td>
<td>449</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>91</td>
<td>189</td>
<td>270</td>
<td>332</td>
<td>396</td>
<td>432</td>
<td>454</td>
<td>472</td>
<td>495</td>
<td>514</td>
<td>532</td>
</tr>
</tbody>
</table>

Table 2: Number of cases out of 1000 in which the exact binomial test rejected the hypothesis of reliability.