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Forecasting Electricity Spot Prices Accounting for
Wind Power Predictions

Tryggvi J́onsson, Pierre Pinson,Member, IEEE, Henrik Aa. Nielsen, Henrik Madsen, Torben S. Nielsen

Abstract—A two-step methodology for forecasting of electricity
spot prices is introduced, with focus on the impact of predicted
system load and wind power generation. The non-linear and
non-stationary influence of these explanatory variables is accom-
modated in a first step based on a non-parametric and time-
varying regression model. In a second step, time-series models
i.e. ARMA and Holt-Winters, are applied to account for residual
autocorrelation and seasonal dynamics. Empirical results are
presented for out-of-sample forecasts of day-ahead prices in
the Western Danish price area of Nord Pool’s Elspot, during
a two year period covering 2010-2011. These results clearly
demonstrate the practical benefits of accounting for the complex
influence of these explanatory variables.

Index Terms—Electricity prices, nonlinear modeling, nonpara-
metric modeling, forecasting, adaptivity, robustness

I. I NTRODUCTION

T HE PARTICIPANTS in deregulated electricity markets
rely, among other things, on forecasts of future prices for

bidding and optimizing the dispatch of their generation units.
Methods for deriving such forecasts can be divided into two
fundamentally different categories: economical equilibrium
models that mimic the actual pricing model, and statistical
ones. The former models are able to provide excellent forecasts
when given sufficiently accurate information (see e.g. [1],[2]
and references therein). This information is however seldom
available to individual market participants. In addition,the
presence of non-dispatchable yet cheap generation units inthe
system implies that this information might be impossible to
obtain since their production is indeed stochastic. Statistical
approaches then appear to be a relevant alternative.

The increased focus on curbing carbon emissions worldwide
has led to vast investments in renewable energy sources and
in particular wind power. Many of these emerging energy
sources, wind power included, share a characteristic in being
non-dispatchable due to the varying availability of the fuel,
which also cannot be stored. Consequently these sources are
ill-suited for long term contracts, leaving only markets with
relatively short time between gate-closure and delivery asa
realistic option for selling the production. Inevitably the prices
at these markets are affected by this additional supply [3]–[7].

The impact of renewable energy is superimposed on already
existing price features such as non-stationarity, periodicity,
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mean reverting spikes, positive skewness and high kurto-
sis along with intra- and inter-day serial correlation [8]–
[10]. These features arise from the distinct characteristics of
electricity as a commodity. Firstly, lack of direct storability
along with the specialized and technically limited transmission
system required, makes arbitrage over time and space difficult
[11], [12]. Secondly, demand for electricity is highly inelastic
while exhibiting strong seasonalities in the short term. Mean-
while the supply function is discontinuous, convex and steeply
increasing at the high production end [9], [13], [14]. The aim
of the present paper is to propose a forecasting methodology
which allows for accommodating the effect of the emerging
renewable sources as well as the characteristics describedin
[8]–[10], [14].

In [3], predicted power production is shown to significantly
impact the distribution moments of day-ahead electricity prices
through a Danish case study. Motivated by these findings,
the present paper introduces a two-step methodology for
issuing point forecasts for electricity spot prices, accounting
for the impact of predicted load and wind power production.
First, a time-varying function is estimated, jointly mapping
the predicted hourly load and wind power production to a
corresponding spot price. The function is built based on a
conditional parametric regression model for which the param-
eters are estimated adaptively. In addition, past observations
are discounted exponentially as new ones become available.
The resulting flexibility in the model serves the purpose of
accommodating both the non-linear relationship between the
explanatory variables and the prices, as well as the non-
stationarity of all the processes involved. Although here a
conditional parametric model is chosen for the inclusion of
the wind power and load as explanatory variables, other model
types might be just as suitable. For instance including the
forecast wind power production along with the load in the
adaptive wavelet neural-network model of [15]. Regardlessof
the model chosen, the main message of this paper remains
intact: that wind power production, where present, impacts
the prices to such extent that it should be accounted for in a
forecasting model for electricity spot prices.

In the second stage, the remaining residuals are modeled
using well known models from the time series analysis lit-
erature. These models are an additive double seasonal Holt-
Winters model and a recursively estimated seasonal AR model.
All models are estimated under robust criteria in order to
protect the parameter estimates from the effects of excessive
price spikes. Models and parameters are optimized in terms
of weighted least squares residuals.

The sole focus of this paper is deriving a model that
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describes the expected spot prices on a day-ahead basis.
Although the authors recognize proper modeling of forecast
uncertainty and price spikes as paramount in forecasting
electricity spot prices, the empirical features of the prices are
such that appropriate uncertainty or spike modeling will easily
comprise a full paper of its own. The model presented in this
paper can however be combined with a price spike model
(e.g. those presented in [16], [17]). Same goes for a model
for predictive densities such as the ones described in [9] and
[18].

The context of the empirical results presented in this paper
is the Western Danish price area (DK-1) of the Nord Pool’s
Elspot market. Operational data for the period from November
1st 2008 until December 31st 2011 are considered and used to
evaluate the model’s day-ahead forecasting skill. Furthermore,
the value of the time-adaptivity and robustness is illustrated by
comparing the performance of the proposed approach against
its time-invariant and non-robust counterparts. Despite focus
being on this market only, the fact that results on the influence
of wind power forecasts on electricity prices similar to those
of [3] have been obtained for other areas, e.g. Germany and
Spain [5], indicates that similar forecasting methodologycould
be applied successfully in the context of other markets.

The remainder of the paper is structured as follows. The
market and data on which the empirical work is based are
described in Section II. Section III presents the models and
Section IV the obtained empirical results. Finally concluding
remarks are given in Section V.

II. EMPIRICAL BACKGROUND

Elspot is a day-ahead market for physical delivery of electric
power, operated by Nord Pool Spot AS [19] in the entire
Scandinavia (Denmark, Finland, Norway and Sweden) and in
Estonia.

On Elspot, contracts for next day physical delivery are
traded for hourly periods. Prices are set as the intersection
between the aggregated supply and demand curves for each
hour of the day, right after gate-closure at noon. The intersec-
tion of the curves representing all bids in the entire market
region defines the system price. The system price, in addition
to serve as reference for financial contracts, is the price at
which physical contracts are settled if transmission capacity is
sufficient throughout the entire region.

Due to limited transmission capacity however, both between
and within the member countries, the market region is divided
into several price areas. If the scheduled flow between price
areas exceeds the corresponding transmission capacity, area
prices that differ from the system price are calculated. On such
occasions, the area prices are identical among areas that have
sufficient capacity on their interconnections. Areas on each
side of a congested connection however have different prices.
The area prices are the ones at which contracts for physical
delivery are settled.

The context of the empirical results presented in the follow-
ing is the Western Danish price area (DK-1) of Elspot. The
area comprises Jutland and Funen along with the islands west
of the Størebælt channel and has relatively strong connections
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Fig. 1. Time series plots of the spot prices throughout the considered period.

to both Norway and Sweden to the north and Germany to
the south. As of August 20, 2010 the DK-1 area also has
a 600 MW link to the Eastern Danish price area (DK-2).
Furthermore, the area has a large share of its annual electricity
consumption (about 25%) generated by wind turbines.

The data set used consists of hourly observed area prices
along with forecasts of both wind power production and
consumption in the area. Both forecasts are issued before
gate-closure and have a temporal resolution of 1 hour. The
observed prices are taken from the website of the Danish
transmission system operator (TSO), Energinet.dk ( [20]).The
load forecasts are the ones made publicly available by Nord
Pool through their website ( [19]). The wind power production
forecasts however stem from a statistically based wind power
prediction software [21]. Time series plots of the prices for
the considered period are shown in Fig. 1. Whereas the top
plot shows the full series, the bottom one shows the sereis on
a scale truncated a 0 and 800 DKK/MWh.

III. M ODEL FORSPOT PRICES

A. The Rationale Behind the Proposed Modeling Approach

As more than half of the annual electricity production in
the Nordic region is hydro power based [22], the prices at the
Elspot market are inevitably dominated by the water stock in
the hydro power reservoirs in Norway, Sweden and Finland.
This stock however varies relatively slowly compared to the
resolution and lead-times of the desired forecasts. Indeed
the fact that data for these are published with a resolution
of one week should be enough to convince one that such
data has no explanatory value in day-ahead price forecasts
with a resolution of a single hour. Instead, the impact of
the water stock appears as a slow drift in the price series
with this resolution. Because of this, it is decided only to
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implicitly include the impact of hydro stock, along with other
slowly varying fundamentals such as fuel prices, by adaptive
estimation of the model parameters.

In [3] the ratio between predicted wind power production
and forecast consumption is shown to affect the area spot
prices in DK-1 substantially. On a similar note, forecast wind
power production is shown to appear in the supply function
as a stochastic threshold in [4]. The reason for wind power
to have such a strong influence on prices is owed to how
it fundamentally differs from most other energy sources that
significantly contribute to the supply. Whereas conventional
power plants can be scheduled to steadily produce a certain
amount of energy over a longer period, wind turbines literally
produce as the wind blows. In addition, the absence of fuel
costs allows wind turbines to produce at a marginal cost close
to 0. This low marginal cost causes wind power to enter the
supply function to the very left and thereby horizontally shifts
the supply function.

The stochastic fuel availability moreover implies that those
responsible for bidding wind power into the market have to
rely on production forecasts for their decisions. As a conse-
quence, the supply function comprises the production forecasts
available at gate-closure and not the realized volume. For
this reason, forecasts of future production are the appropriate
form of wind power for any inference on its relation to the
prices. This aside, forecasting in practice has to be based on
predictions of both wind power production and load. Thus
following [23] the model is entirely and based on forecast
values for the explanatory variables.

In contrast to [3] the two explanatory variables enter the
former model step individually and not as a ratio. This is
because that formulation was found to yield better forecasts
of the prices.

In [35] lagged values of measured load are found to have
significant explanatory power in a model for the spot prices.
Past demand has however no direct effect on the current spot
prices. It is therefore likely that the effect seen in [35] is
owed to that in the absence of actual load forecasts the lagged
demands serve as implicit prediction of the load. The high
number of lags, especially seasonal ones, found significantin
[35] support this conclusion. Thus with access to an actual
load forecast, no attempt to include past demand in the model
was made.

B. Spot Price as a Function of Forecast Wind Power Produc-
tion and Load

An excellent general description of the methodology and
estimation procedure used to describe the spot prices as a
function of wind power and load forecasts is given in [24]
(without recursivity) and in [25], [26](including recursivity and
robustness respectively). However, in order to make this paper
self-contained, an outline of the method is given here, tailored
to the application at hand.

Let a model for the spot price at timet, π(S)
t , be denoted

as

π
(S)
t = θt(ut) + εt (1)

where θt(·) is a function of a set of explanatory variables,
ut, andεt is a noise term, centered and a with a finite vari-
ance. Thus, the model (1) is a non-linear and non-parametric
regression model.

The functionθ(·), is approximated using polynomials by
fitting a linear model at a number of distinctfitting points.
More specifically letu = [ u1 u2 ]T denote a particular
fitting point and letpd(u) denote a column vector containing
the terms in the corresponding polynomial of orderd. Here
d = 2 has been chosen after trials withd ∈ {1, 2, 3} yielding
p2(u) = [ 1 u1 u2 u2

1 u1u2 u2
2 ]T .

Now define

φT
u,t =

[
φu1,t . . . φu2

2
,t

]
(2)

a column vector of coefficients such that the model

π
(S)
t = pT

2 (ut)φu,t + et (3)

describes the prices in the close vicinity of the fitting point u
whereet is a noise term, centered and with a finite variance.

The parameters in (3) are estimated using recursive and
robust weighted least squares. That is

φ̂u,t = argmin
φu,t

t∑

s=1

λt−swu(us) (g (es, τ))
2 (4)

whereet = π
(S)
t − pT

2 (ut)φu,t and0 < λ < 1 is a forgetting
factor that exponentially discounts observations over time.
Furthermore,wu(ut) is a weight, assigned to observationut

as a function of its distance to the fitting pointu. Finally,
g(·, ·) is theHuber influence function[27], defined as

g(et, τ) = sgn(et) ·min {|et|, τ} , (5)

whereτ is the cut-off value or the maximum influence a single
observation is allowed to have on the estimate.

The weights are assigned as

wu(ut) = W

(
||ut − u||

h(u)

)
(6)

whereW (·) is a function taking non-negative arguments,|| · ||
denotes the Euclidean norm andh(u) is the bandwidth applied
in the fitting pointu. Following [24] and [25] a tri-cube kernel
is used to determine the weights. That is

W (x) =

{
(1− x3)3 if x ∈ [0; 1)

0 otherwise
(7)

which entails weights between 0 and 1.
It can be shown (see e.g. [26] or [28], Ch. 11) that

the adaptive parameter estimates in Eq. (4) can be found
recursively as

φ̂u,t = φ̂u,t−1 + wu(ut)R
−1
u,tp2(ut)g

(
et|t−1, τ

)
(8)

where
et|t−1 = π

(S)
t − pT

2 (ut)φ̂u,t−1 (9)

and

Ru,t = λRu,t−1 + wu(ut)
∂g(et, τ)

∂et
p2(ut)p

T
2 (ut). (10)
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Abruptly changing parameter estimates are avoided by fol-
lowing [25] and defining the effective forgetting factor,λ∗

t as

λ∗
t = 1− (1− λ)wu(ut)

∂g(et, τ)

∂et
(11)

and subsequently update (10) so it becomes

Ru,t = λ∗
tRu,t−1 + wu(ut)

∂g(et, τ)

∂et
p2(ut)p

T
2 (ut). (12)

Finally, θt(u) is estimated by

θ̂t(u) = pT
2 (u)φ̂u,t (13)

and estimates for other values ofut than the fitting points are
found by linear interpolation.

In contrast to fitting 24 hour-specific models, a single
conditional parametric model is estimated for all hours of
the day simultaneously. The rationale behind this choice is
twofold. First the apparent diurnal seasonality in the prices is
mainly caused by that of the demand. Thus the seasonality is
implicitly accounted for by the inclusion of the load forecast
as an explanatory variable. Secondly, the consumption pattern
is in most cases quite similar among consecutive hours. Thus,
fitting hour-specific model in many cases leads to the exclusion
of observations of similar circumstances from neighboring
hours. The absence of obvious regime shifts in the consump-
tion pattern makes alternative segmentation also problematic.
Besides, all data split results in longer time passing between
observations prompting a lower forgetting factor and thereby
less stable parameters over time. So the dynamics of the spot
price most local in time along with seasonalities not owed
to the demand and wind are left to be accommodated in the
second model step. A consequence of adopting this fitting
procedure is that the results from the former step are only
to be viewed for model building purposes and not evaluated
on their own. This is because the missing diurnal variation in
the function will inflate the performance measures.

For estimation, the independent variables, i.e. forecast wind
power and load, are scaled such thatui ∈ [−1, 1]∀i using
the range of each variable in the training set to perform the
scaling. Fitting points are then chosen as 24 equidistant ones
in each dimension. It was decided not to optimize neither the
position of the fitting points nor their number since results
from a few different sets of fitting points indicated that little
would be gained from their inclusion in the optimization. Such
optimization is however possible, e.g. by methods presented
in [29] and [36].

The model parameters are estimated using a nearest neigh-
bor bandwidth which implies that the actual bandwidth varies
with the local density of the data. That is, the bandwidth for
each fitting point is chosen such that a certain fractionγ of the
observations fulfill||us − u|| ≤ h(u). The actual bandwidth
for each fitting point is found empirically from the trainingset.
Put differently, the bandwidth for each particular fitting point
is set as theγ-quantile of the Euclidean distances between that
fitting point and the observations in the training set.

The actual values ofγ, λ and τ are selected by a least
squares optimization of the forecasts issued at noon the day
before delivery. More precisely let̂π(S)

t+k|t denote the forecast

spot price for timet + k issued at timet. Every day at
noon, forecasts are issued for the period from midnight to
midnight the following day and then no forecasts are made
until noon the next day, when forecasts for the same lead
times are generated. This implies that forecasts for individual
hours of the day always have the same lead time. This scenario
resembles the practical one and these forecasts are termedday-
ahead forecastsin the following and noted aŝπ(S)

DA(t). This

notation implies that for an observationπ(S)
t the corresponding

day-ahead forecast iŝπ(S)
DA(t) = π̂

(S)
t|t−13 if t corresponds to the

first hour of the day. If the observation is from the second
hour of the day,̂π(S)

DA(t) = π̂
(S)
t|t−14, and so forth. The optimal

values of the tuning parameters are then found as



γ∗

λ∗

τ∗


 = argmin

γ,λ,τ

RMSEDA(γ, λ, τ). (14)

where

RMSEDA(γ, λ, τ) =

√√√√ 1

N

N∑

t=1

(
π
(S)
t − π̂

(S)
DA(t)

)2

. (15)

C. Residual models

The purpose of the model’s second step is to account for
autocorrelation and seasonal patterns that are not explained
by the load and the wind power. Out of the models tried for
the second step of the model, two models turned out to be
superior to the others and yet quite compatible. These models
are seasonal AR model with robust and adaptively estimated
parameters, and a seasonal additive Holt-Winter model, also
estimated under a robust criteria.

The autocorrelation function (ACF) and the partial autocor-
relation function (PACF) for the residuals from the first model
step are shown in Figure 2. Despite that the residual series
is not completely stationary, its ACF and PACF are used to
identify potentially appropriate orders of AR and MA terms to
include in second step model. Afterwards a survey of different
model orders is conducted in order to determine the most
appropriate structure. From this survey, a model on the form

εt+k = zT
t (k)βt(k) + vt+k (16)

is found to be appropriate fork ≤ 24. The vectorszt(k) and
βt(k) are defined as

zt(k) =
[ 1 εt−1 εt−2 . . .

εt+k−24 εt+k−48 εt+k−168]
T

(17)

βt(k) =
[
β0,t,k β1,t,k . . . β6,t,k

]T
, (18)

where in turnβj,t,k are parameters to be estimated recursively.
Moreover,εt is defined by Eq. (1) andvt is a new noise term
also centered and with finite variance. Put differently, separate
model parameters are estimated for each lead time, relevant
for a day-ahead forecast, that correspond to the lagged values
of the forecast error from the first model step (ε). Obviously
for k = 23, εt−1 = εt+k−24 and correspondingly fork = 24,
εt = εt+k−24. In these special cases, the dimension of the
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Fig. 2. ACF (left) and PACF (right) for the residuals arisingfrom the first model step.

design matrix is reduced so that each observation is only
represented once. Other model structures, such as including
a moving average term were considered but the one here
describes was found to be the most appropriate one.

The parameter estimates are obtained similarly to what
already has been described for the first step of the model or
as

β̂t = argmin
βt

t∑

s=1

λt−s (g(vt, τ))
2
. (19)

where vt = εt − zT
t βt−1, g(·, ·) is defined by Eq. (5) and

0 < λ < 1 is a forgetting factor as before. Hereafter, the
AR model with these parameter estimates will be referred to
as RLS-AR. The difference between the two procedures is
merely that the kernel weights,wu(·), are omitted from all
the equations so that Eq. (8) and (12) become

β̂t = β̂t−1 +R−1
t ztg (vt, τ) (20)

Rt = λ∗
tRt−1 +

∂g(vt, τ)

∂vt
ztz

T
t . (21)

respectively, where

λ∗
t = 1− (1− λ)

∂g(vt, τ)

∂vt
. (22)

The Holt-Winters model was initially introduced in [30]
for one seasonal cycle while extension to multiple cycles is
described in [31]. The model that eventually yielded the best
prediction skill for εt only has a single daily seasonal cycle.
However since the benchmark model forπ

(S)
t was found to

benefit substantially from including a weekly seasonality as
well, a formulation for a double seasonal model is given
here. The transition from a double seasonal model to a single
seasonal one merely involves omitting the second seasonality
from all equations.

The purely additive form of the Holt-Winters model is
used (see e.g. [32] for a comparison between additive and
multiplicative Holt-Winters models). The model contains a
mean term,µt, and two separate seasonal indices,Dt andWt.
The period ofDt is 24 while that ofWt is 168, corresponding
the within-day and within-week seasonalities respectively. A
standard non-robust Holt-Winters model can be denoted as

µt = αµ (εt − (Dt−24 +Wt−168)) + (1− αµ)µt−1 (23)

Dt = αD (εt − (µt +Wt−168)) + (1− αD)Dt−24 (24)

Wt = αW (εt − (µt +Dt−24)) + (1− αW )Wt−168 (25)

where theα’s are smoothing parameters to be estimated. Once
the different terms of the model are updated, thek-step ahead
forecast is found as

ε̂t+k|t = µt +Dt+k−24 +Wt+k−168. (26)

The inclusion of a trend term in the model was considered but
the resulting improvement in forecasting skill was found tobe
insignificant.

Writing Eq. (23) - (25) on their error correction form and
adopting the formulae for robustness from [33] yields

µt = µt−1 + αµg(vt, τ) (27)

Dt = Dt−24 + αDg(vt, τ) (28)

Wt = Wt−168 + αW g(vt, τ) (29)

where, as before,vt = εt − ε̂t|t−1 and g(·, ·) is the Huber
influence function given by Eq. (5).

For both models, a single set of tuning parameters was
estimated for all lead times. As for the first step, the parameters
are optimized with respect to the day-ahead RMSE as formu-
lated in Eq. (14) and (15). Certainly these parameters could
be optimized for each hour of the day. A search for initial
values indicated however, that improvement in forecastingskill
achieved by doing so would only be marginal. This choice
does not in any way alter the validity of the model and the
results obtained but only indicates that some of the parameters
might by slightly sub-optimal.

IV. EMPIRICAL RESULTS

The parameters in the two model steps are estimated se-
quentially based on the first 14 months of the data set or from
November 2008 and through December 2009. The remaining
two years of data are then used as an independent test period.
For estimation, prices above 800 DKK/MWh and below 0
DKK/MWh are excluded to avoid unstable parameters. Per-
formance estimates presented in the following are based on
all observations though.

In order to illustrate the contribution from different features
of the model, different reference models are estimated and
their RMSE and Mean Absolute Error (MAE) compared to
that of the proposed model. The RMSE and the MAE are
both presented in two versions:

1) On the price’s real scale (in DKK), and
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TABLE I
ESTIMATED PARAMETERS AND FORECASTING SKILL FOR THE FIRST MODEL STEP AND THE REFERENCE MODELS

Explanatory
Variables(s)

Estimation
Setup

γ λ τ
In-sample Out-of-sample

RMS(S)E MA(S)E RMS(S)E MA(S)E
[DKK ] [−] [DKK ] [−] [DKK ] [−] [DKK ] [−]

Wind Power
& Load
Forecasts

Recursive
0.8529 0.9877 55.67 51.10 0.663 28.33 0.705 50.89 0.676 35.05 0.732

& Robust
Recursive

0.9018 0.9901 — 52.33 0.679 29.84 0.742 51.85 0.686 35.52 0.742
only
Time-

0.0821 — — 52.05 0.676 32.07 0.798 101.54 1.349 86.17 1.799
invariant

Load
Forecasts

Recursive
0.7887 0.9831 53.38 56.24 0.730 30.66 0.763 58.79 0.781 39.09 0.816

& Robust

2) as a skill relative to the daily persistence (RMSSE and
MASE).

That is, the measures are scaled by the corresponding measures
for a daily persistence forecast as suggested by [34]. More
formally, the RMSE is scaled by

√√√√ 1

Nper − 24

Nper∑

t=25

(
π
(S)
t − π

(S)
t−24

)2

(30)

and the MAE is scaled by

1

Nper − 24

Nper∑

t=25

∣∣∣π(S)
t − π

(S)
t−24

∣∣∣ (31)

where Nper is the number of observations in the sample
for which the measure is calculated. This scaling yields a
relative error measure that is unbiased towards forecasting
ability of high and low prices and does not call for any data
trimming due to the prices being zero or close to that. A
more detailed discussion on the RMSSE, MASE and forecast
accuracy measures in general can be found in [34].

For the first model step the in-sample and out-of-sample
performance is compared to that of:

1) its time-invariant and non-robust counterpart,
2) its non-robust counterpart,
3) a model estimated in the same manner but only taking

load as an explanatory variable.

Finally, the forecasting skill of the combined models is com-
pared to the that of

1) two seasonal persistence models, one with a daily pe-
riod, and another with a weekly period,

2) the previously described Holt-Winters and RLS-AR
models applied directly to the spot price series.

3) a series of 24 ARIMAX models, one for each hour of
the day with the forecast wind and load as external
regressors.

In line with such type of models in the existing literature
(e.g. [8], [35]) the ARIMA models are fit in terms of
log(π

(S)
t +1000). The model order for each hour is decided on

by minimizing the Bayesian Information Criteria (BIC) [36]
for the training period. The external variables are considered
both on their original scale and log-transformed as suggested
by [35]. After calculating the predictions, they are transformed
to the original scale by the exponential of the prediction plus

half the estimated variance. The set of external variables that
yielded the best forecasting skill was the one with the log-
transformed wind power and load forecasts for which results
are reported in the following.

The fitting points for the former model step are chosen as 24
equidistant ones in each dimensions thus yielding a grid of242

equidistant fitting points in total. For each point, the coefficient
vector, φ, is initialized by setting all its elements to0.1.
The corresponding matrix inverse variance-covariance matrix,
R0, is chosen as a diagonal one with non-zero elements as
10−6. Thereafter the first 1008 observations are taken for
initialization and are excluded from the performance measure.
Hence the tuning parameters are optimized in context of the
previously mentioned training period apart from its first 42
days. During the initialization period, the robust criteria is
relaxed in order to obtain frequent updates ofRt. This is nec-
essary because of the poor initial guesses for the coefficients.

The parameters are optimized as described in the previous
section, using the quasi-Newton Broyden-Fletcher-Goldfarb-
Shanno (BFGS) method. The estimated parameters are shown
in Table I along with the corresponding in- and out-of-sample
RMSE.

The results indicate that the inclusion of wind power
forecasts and the recursive parameter estimation are worth
the effort since the top two models significantly outperform
the bottom two. Especially the recursive parameter estimation
seems to paramount since the performance of the time in-
variant model degrades excessively during the test period.In
terms of performance, the benefits of the robust estimation are
less obvious. However, given the spiky behavior of the spot
prices, it is generally sound to robustify the estimation process
in order to protect the model from abrupt changes caused by
a single spike. In light of the varying volatility of the prices,
making τ recursive, as described in [26] and [37], could be
more appropriate. No such efforts were made for this paper
though.

A forgetting factor of λ = 0.9877 translates to that
1/ (1− 0.9877) = 81.3 latest observations are effective in
the parameter estimation which corresponds to around 3.5
days. Owed to the locally weighted and robust estimation
however, the effective forgetting factor,λ(∗) is somewhat
higher and varies between fitting points. In [25] a procedure
to estimate the actual memory of the model is proposed.
Following this procedure and averaging over time as well
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Fig. 3. Surface plot of the spot prices as a function of the forecast wind
power production and load at noon on September 1st 2009

as the 576 fitting points yields a mean number of effective
observations,η = 281.8 hours and a corresponding average
effective forgetting factor ofλ

(∗)
= 0.9965.

The function which the model approximates is shown for
one instance in Figure 3. This function is then updated
each day at noon by adjusting the model’s coefficients to
observations from the current day. Subsequently, forecasts are
calculated from next day’s input forecasts, i.e. the wind power
and the load forecast. This is done by bilinear interpolation
between the four fitting points surrounding the input forecasts.
In other words, the price forecast for a set of input forecasts
for a given hour,ut+k, is found as the corresponding point
on the linear plane joining the four nearest fitting points.
Alternatively generalization to values other than fitting points
could be done non-linearly, e.g. by one of the multidimensional
spline techniques presented in [36]. In light of the high number
of fitting points used here, linear interpolation was however
deemed adequate.

The initial values for the coefficients,β0, in the second
step AR model are found from a standard AR model, i.e. not
recursively estimated, using observations for the first 42 days
of the data set. The inverse of the corresponding variance-
covariance matrix is taken asR0. For the Holt-Winters model,
an initial value for theµ-term (µ0) is found as the mean price
during the first 42 days of the training period. The seasonal
terms are initialized as the difference betweenµ0 and the
average price for the individual hours during the same 42
days. In the same way as for the first step, the first 42 days of
observations are disregarded in the optimization of the tuning
parameters. The benchmark models are initialized in the same
manner, only using the spot price series instead of the residuals
from the former step.

Again, least squares estimates of the parameters are sought
yielding the ones summarized in the second column of Ta-
ble II. The corresponding in- and out of-sample residual
RMSEs and MAEs (in DKK and scaled) are given in the
remaining columns along with that of the benchmark models.

Apart from the obvious fact that the proposed models
drastically outperform the more naive benchmarks, the table
reveals that the decaying unscaled performance between the
training- and test periods may, to a certain degree, be explained
by the somewhat greater volatility of the prices during the test
period. This applies to both the full model and the intermediate
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Fig. 5. An hour-by-hour box plot of the spot prices during thetest period.
Whiskers are placed at 1.5 times the interquartile range.

step and further supports what already has been said about
recursive robustification.

The forecasting skill of the Holt-Winters and the RLS-AR
models applied to the residuals of the non-parametric model
is also clearly superior to that of the models applied to the
spot prices directly. As shown in Figure 4, which plots the
hourly residual RMSE for the bottom four models in Table II,
the superiority is a result of the two step models consistently
outperforming the other models almost throughout the entire
day. It is only in the first hour of the day that the benchmark
RLS-AR model performs similarly to the two-step ones. This
is because the forecasts for these hours are the ones with the
shortest lead times and thus based on very recent observations.

The performance varies somewhat between hours but seems
to coincide with the severity of the price spikes that occurred
during the test period. This can be seen on the box plot in
Figure 5 where the spot price distribution within each hour of
the day is illustrated. The hours with the highest RMSE are
among the ones when the most extreme prices occur.

The model’s forecasting skill during normal weekdays,
weekends and public holidays is listed in Table III. In termsof
the unscaled measures, the performance seems to vary quite
substantially between different types of days. However, the
performance measures relative to that of the persistence fore-
cast reveal that much of this variation is due to the alternating
price volatility during the different day types. One has to bear
in mind though that the unbalanced sample sizes between the
different categories make this kind of comparison unreliable.
That is, the small number of holidays makes performance
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TABLE II
RMSE FOR THE DAY-AHEAD FORECASTS

Model
Parameters

In-sample Out-of-sample
RMS(S)E MA(S)E RMS(S)E MA(S)E

[DKK ] [−] [DKK ] [−] [DKK ] [−] [DKK ] [−]

Bench-
marks

Period
Mean

— 75.61 0.981 45.50 1.132 95.45 1.268 69.75 1.456

Daily
persistence

— 77.02 1.000 40.22 1.000 75.30 1.000 47.90 1.000

Weekly
persistence

— 74.37 0.965 41.69 1.037 79.83 1.060 52.42 1.094

ARIMAX — 69.20 0.898 35.93 0.894 64.21 0.853 43.26 0.903

RLS-AR [λ, τ ] = [0.9889, 92.78] 50.03 0.725 31.27 0.808 55.87 0.742 37.73 0.788

Holt-Winters
[αµ, αD, αW , τ ] =

52.88 0.756 31.73 0.820 57.81 0.768 40.34 0.842
[0.0116, 0.0903, 0.1009, 112.39]

Two
step

RLS-AR [λ, τ ] = [0.9915, 240.63] 47.55 0.680 27.95 0.722 48.15 0.640 32.77 0.684

Holt-Winters
[αµ, αD, τ ] =

46.81 0.669 27.23 0.704 49.07 0.652 33.66 0.703
[0.0042, 0.1245, 32.98]

TABLE III
OUT-OF-SAMPLE PERFORMANCE OF THE PROPOSED MODEL DURING

WEEKDAYS, WEEKENDS AND HOLIDAYS SEPARATELY

Model Day Type
RMS(S)E MA(S)E

[DKK] [-] [DKK] [-]

RLS-AR
Weekdays 44.94 0.637 31.03 0.696
Weekends 51.74 0.635 34.90 0.654
Holidays 73.79 0.683 50.52 0.715

Holt-Winters
Weekdays 44.39 0.6287 30.67 0.6874
Weekends 52.95 0.650 35.86 0.672
Holidays 74.54 0.690 52.05 0.737

assessment during these days vulnerable for any extraordinary
circumstances.

As previously mentioned, the explanatory power of the
input forecasts used in the model’s first step is owed to their
reflection of the volumes bid to the market. The forecasting
skill of the model can therefore be expected to be affected
by how closely the input forecasts are related to the volume
cleared on the market. Increased quality of the input forecast
will therefore not necessarily improve the price forecasts
unless resemblance with the bidding behavior is increased as
well.

Overall, there seems to be little skill difference between the
residual Holt-Winters and the residual RLS-AR models. In
light of the fact that both mainly rely on the same information
from the past this is understandable. Since both models are
relatively easy to implement, choosing one out of the two thus
comes down to personal preferences of the one implementing
the model. The Holt-Winters model has the advantage though
that price spikes are less likely to be reflected in forecastsfor
the following days since it does not explicitly use previous
values for prediction. For the same reason, the Holt-Winters
model is more robust operationally since missing observations
will only affect the model update but will not prevent predic-
tions from being issued.

V. CONCLUSIONS ANDFUTURE WORK

A two step methodology for day-ahead forecasting of
electricity spot prices has been presented. Whereas the first
step accounts for the prices’ dependence on forecast load
and wind power production, the second step accommodates
autocorrelation and seasonalities. The time-adaptive version
of the model was shown to comfortably outperform its time-
invariant counterpart. Hence, adaptive parameter estimation
must be concluded to be relevant for the modeling of this
phenomena. In terms of forecasting skill the interest of em-
ploying the robust approach is less obvious. However, the
robust estimation protects the model’s parameters from abrupt
changes, caused by few excessive spikes. Thereby the model
is enabled to follow the progress of the average prices more
closely without manual inference. The time-varying price
volatility suggest though that robustification should be made
recursive.

Out-of-sample empirical results, obtained by mimicking
practical circumstances, indicate that the model is well suited
for practical use - both in terms of methodology and fore-
casting skill. In order to obtain complete forecasts of the
electricity spot prices, the model here presented should be
accompanied by a model for prediction intervals. Given the
results of [3], such intervals would most likely be conditional
upon fundamental factors, e.g. forecast wind power production
and load. Whether modeling of higher order moments also
requires time-adaptivity will be an interesting question to
answer. Given the characteristics of the prices however, time-
adaptivity is likely to be as essential in such models as it is
here.

Even though the share of wind power in the generation
portfolio is relatively large in DK-1, accounting for predicted
wind power production is likely to be beneficial in other
markets as well. For instance the findings of [5] hint that the
methodology presented here could be successfully applied to
the Spanish case. Here the fundamental difference between
wind power and conventional power plants plays an essential
role. In addition, the EU’s target of having 20% of its energy
consumption produced by renewable sources by 2020 and sim-
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ilar initiatives in the USA imply that price forecasting methods
accounting for wind power production and renewable energy
sources in general may have a more widespread applicability
in the near future. In this context the inclusion of e.g. solar and
wave power in the model parallel to their emergence would be
interesting. Although both theoretically possible and nothard
to implement, the inclusion of 1 or 2 more variables in the
model calls for a more cautiously chosen variables or merger
of them in order to ensure frequent enough updates of the
parameters in all fitting points.
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